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Abstract

We consider a firm that operates a single plant and has an expansion option to invest in a new plant.
This setup leads to two-sided optimal stopping problems. Weanalyze optimal expansion timing
and quantify the value of the loan commitment that the equityholder obtained from the lender and
associated agency costs incurred on the lender’s side. Moreover, we incorporate construction period
for the new plant, which throws another layer of uncertaintyinto the model: the parties cannot
tell price level of the firm’s product when the construction completes. This analysis contrasts with
the conventional one-sided stopping models in corporate finance literature. We can study expansion
options by viewing a firm’s existing operation, bankruptcy threat, and financing decisions all together.
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1 Introduction

Conflicts of interest between bond and equity holders and theagency costs associated with use of debt
have long been recognized in economic literature. To shed additional light on this topic, we formulate an
optimal stopping problem where managers/equityholders have an option to expand a plant using either
debt or equity financing and seek an optimal exercise time. Inexercising the expansion option, there are
three cases: (A) the firm uses debt-financing with a view to maximizing the equity value (rather than
the firm value); (B) the firm uses debt-financing to maximize the firm value; and (C) the firm equity-
finances the expansion. Note that we use the terms, debtholder and lender interchangeably and similarly,
equityholder, borrower, and manager indicate the same entity. For practical use, we attempt to answer
the following questions:

- how to compute the optimal timing of expansion in each of (A), (B) and (C) and how much are the
equity and debt values?

- how to compute the value of the commitment letter (from the lender to the borrower) and the value
lost to the lender due to the lack of control over investment decisions?

∗An earlier version of this paper is circulated under the title “Corporate Investment Policy Distortion and Indirect Cost of
Bankruptcy” (First version: May 2006). We thank Kian Esteghamat and Wenlong Weng for valuable comments and discussions.
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- what if the level of uncertainty regarding price fluctuations increases?

- what if one needs to wait for completion of the plant construction; how much would the risk level
increase?

- how do these numbers vary with different initial output price levels?

- what are the possible economic explanations behind these numbers?

Based on numerical values provided by our analysis, the equityholder (borrower) finds the optimal ex-
pansion strategy and the lender can negotiate with the borrower the terms and conditions of the proposed
debt. We provide a unified approach and framework to the expansion and financing problem. When
different assumptions about underlying price process are made, the analysis can be modified easily since
our method works for general linear diffusions.

1.1 Background

It is often stated that, lacking countervailing incentives, managers of levered firms prefer risky projects to
stable cash flows. Acting on behalf of shareholders, firm managers tend to underinvest in safer projects
and overinvest in risky ones. In this paper, we calloverinvestmenta situation where the firm uses its
expansion optionearlier in Case (A) than in Case (B) or (C). Similarly, we callunderinvestmentwhen
the firm does the opposite in Case (A) than in Case (B) or (C). Because of the limited liability feature of
corporate borrowing, shareholders benefit from higher equity values as volatility increases, even though
the value of existing debt may diminish. The model of the firm we employ incorporates an endogenous
bankruptcy trigger whereby equityholders choose the timing of default on debt obligations (Black and
Cox [1], Mello and Parsons [20], Leland [15], Mella-Barral and Perraudin [19]).

Various agency problems can affect shareholders, managers, and debtholders of a firm. To focus on
the role of bankruptcy risk, we restrict our attention, in this study, to limited liability as a source of
agency cost.1 We summarize what would be issues when the debt holder does not have control over
investment decisions and the equityholder has limited liability. Since shareholders are not personally
liable for the firm’s debt obligations, they collectively hold embedded call options on asset value. The
option is exercised by transferring the firm to creditors if value of assets falls below debt obligations.
Black and Scholes [2] and Merton [21] point out the importance of limited liability in determining the
value of corporate debt but, in accord with the view that capital structure is irrelevant, they assume firm
value is exogenous. Challenging this assumption, Jensen and Meckling [13] describe the potential for
reduction in firm value through “asset substitution.” They examine agency costs including incentive
effects of debt on investment choices of equityholder-manager and assert that equityholders can extract
value from debtholders by using existing debt funds to overinvest in risky projects. It is limited liability
that produces greater value for shareholders from an increase in risk exposure. Firm value is reduced
and wealth is transferred from creditors to equityholders as bankruptcy risk grows. On the other hand,
since shareholders are residual claimants to firm value after debt is paid, debtholders benefit more from
a safe positive net value project than shareholders. An unlevered firm considers only the project cost.
With leverage, managers invest in an equity-financed project if its value exceeds the sum of project cost
and payments promised to creditors. Thus, a higher hurdle has to be overcome before a new project is

1For a review of corporate finance and related agency problemssee Brennan[3] and Zingales [26]. In this paper, equityhold-
ers are managers who make those decisions. Therefore we do not have manager-equityholder conflicts. See Cadenillas et al.
[5] and Morellec [22] for discussion on manager-equityholder conflicts.
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undertaken. Myers [23] argues that for this reason leveragecauses a debt overhang or underinvestment
problem and views the firm as a collection of existing assets,liabilities, and growth opportunities.2

When financed with equity, the connection between assets andliabilities in this arrangement inhibits
value-maximizing use of growth options.

Only relatively recently have attempts been made to quantify the impact of this problem and early
evidence has been mixed. Employing a model in which firm managers maximize equity value after debt
is in place, Leland [16] finds that the magnitude of agency costs due to asset replacement is small. Par-
rino and Weisbach [24] simulate the effect of shareholder-bondholder conflicts on a levered firm using
discounted cash flow analysis where the growth option is a ‘now or never’ equity-financed investment
in a risky project. They compute the expected transfer of wealth between bondholders and shareholders
and conclude that, for most firms, the effect is small. Several papers explore the interplay of financing
and investment/operating policies in a dynamic decision environment and arrive at a different conclu-
sion. Mello and Parsons [20] build on the contingent claims model of Brennan and Schwartz [4] of
a mine to investigate how debt financing influences operatingdecisions and find that agency costs are
comparable or greater than underwriting and other direct administrative expenses of leverage. Using a
flexible discrete time, discrete state, finite horizon model, Childs et al. [6] show that the agency costs
of asset substitution and underinvestment have a substantial effect on optimal leverage and firm value.
In the construction of [6], the firm optimizes its initial leverage ratio. Titman and Tsyplakov [25] study
the incentive to underinvest by allowing managers to dynamically adjust the firm’s leverage and observe
significantly higher agency costs in comparison to values suggested by static debt models. To study the
overinvestment problem, Mauer and Sarkar [17] consider a firm whose only asset is a real option in the
form of an opportunity to invest in a production facility. They optimize leverage, debt maturity, and
timing of exercise of the option to find that the agency cost ofdebt is a significant fraction of firm value.
Recently, Hennessy [12] empirically finds a statistically significant relationship between debt overhang
and investment distortion.

1.2 Contributions to the literature

We consider a firm that operates a single plant and has an expansion option to invest in an identical plant.
This setup naturally leads to two-sided optimal stopping problems which have been rarely considered
in the corporate finance literature. Our objective goes beyond the extensively discussed overinvestment/
underinvestment issues. Our approach here is to clarify theinterplay between the equityholder (borrower)
and the lender by comparing various value functions. More specifically, first, we quantify the value of
the loan commitment that the equityholder obtained from thelender. Upon receiving a commitment to
debt financing, the equityholder becomes entitled to tax shield. Secondly, from the lender’s point of
view, the lack of control over investment decisions may cause agency cost. That is, the agency cost
can be defined as the difference in values between two optimization policies: firm value versus equity
value maximization. Our framework allows one to quantify this value at all the initial output price levels.
Furthermore, we consider the case when there exists a nonzero construction period in implementing the
firm’s expansion plan. This assumption is realistic and throws additional uncertainty into the model since
the parties do not know price level of the product at the time the construction is completed. As we shall
see, for example in the third and fourth bullet points in the next page, risk factors (output price volatility
and construction period) affect the debt value as well as theequity value. Hence the overall impact of the
increased risk level on the agency cost should be understoodby taking this matter into account.

2We adopt a slight restatement of this definition and treat thefirm as a collection of existing assets, liabilities, and real
options to emphasize that, in addition to growth opportunities, other operating and investment options are available to the firm.
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What makes the above analysis possible is the fact that we solve associated optimal stopping problems
in a mathematically rigorous manner, proving the existenceand uniqueness of the solutions. Since we
compute all the associated value functions, we can view the value of equity (coupled with the expansion
option) at all the initial output price levels and, therefore, grasp the entire picture about what is happen-
ing. Here we stress that, in contrast, most papers rely solely on numerical implementations in finding
solutions. Accordingly, the analysis we perform here couldnot be easily handled, especially the case of
a positive construction period. Another difference from the extant literature is that similar setups usually
involve one-sided optimal stopping. In their usual setup, afirm is assumed to have an investment option
but it is unclear how the new investment is positioned against existing operations and capital structure.
We contrast these models with our two-sided problems that allow a more comprehensive study of real
options by viewing a firm’s existing operation, expansion option, bankruptcy threat and financing de-
cisions all together. One of the practical merits of this framework is that it provides numerical values
(equity, debt, loan commitment and agency cost) based on which the equity and bond holders can negoti-
ate over financing terms. We believe that the aforementionedpoints are unique contributions in the field
of expansion options and financial decisions. Here let us highlight some results that are newly obtained
by our model and its implementation:

• Without tax shield, whether the firm’s expansion timing withdebt financing is earlier (overin-
vestment) or not, relative to equity financing, depends nonlinearly to uncertainty measured by the
volatility parameter in the output markets. (Table 1, the columns with θ = 0 as well as Fig-
ure 1). Note also that the potential for early investment in the debt financing is greater in small
investments.

• In the presence of tax shield, we confirm that overinvestmentis the likely outcome (Table 1, the
columns withθ = 0.3) because the tax shield makes debt financing more attractiveand prompts
the managers to exercise the expansion option early. It is worth noting that while the coupon levels
c̄ in this case are higher than those in the case ofθ = 0, the differences are very small across all
volatility levels. This implies that debt value does not increase much.

• We quantify the value of the loan commitment that the equityholder obtained and associated
agency cost (Figure 2). It is observed that the agency cost issmall relative to the value of the
loan commitment. Further, we perform a sensitivity analysis by raising the volatility level and
find that the value of having loan commitment increases at allinitial output prices as the volatility
becomes higher. However, the agency cost is reduced in the low output price range (Figure 3). A
possible explanation is that when the output price is low, the value of the debt is also low due to
the increased risk of default and this situation should be worsened by the increased volatility. This
leads to a lower value offirm valuemaximization policy and results in lower agency cost.

• If we incorporate a positive construction period into the model, the value of the equity (with the
expansion option) declines due to the increased uncertainty level. We find that the agency cost
shrinks. An explanation similar to the previous paragraph is possible here. This phenomenon is
observed more clearly when the volatility level is higher. See Figures 4 and 5.

The structure of the paper is as follows: We present our modelin Section 2, solve the two-sided
optimal stopping problem and explain how to implement the model to compute the value of having
loan commitment and associated agency cost. In Section 3, weprovide numerical results and empirical
implications. Mathematical proofs are saved for the appendix that follows concluding remarks.
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2 Model

Let (Ω,F , (Ft)t≥0,P) be a complete filtered probability space with a standard Brownian motionW =
{Wt; t ≥ 0}. Consider a firm that owns one plant and produces a unit of output which it sells forPt

at time t. For simplicity, assume the market pricePt evolves exogenously over time as a geometric
Brownian motion

dPt = µPt dt+ σPt dWt (2.1)

whereµ andσ are constant parameters. Denoting byξ the unit cost of output produced, the firm’s profit
flow isPt− ξ. Given a positive production cost(ξ > 0), the firm liquidates all assets the first time output
price falls below some constant low level. At closure, the firm has a salvage value ofγ.

The firm has an opportunity to expand operations by adding a new plant at costI. The new plant, which
produces one unit of output identical to the original plant,also has a salvage valueγ at closure. The firm’s
decision problem is to determine when to invest in the additional plant. Once made, the investment is
irreversible except that the firm can permanently cease all production activity by simultaneously shutting
down both plants. Of course, equityholders may liquidate the firm before investment is made in the
new plant if profits of the single plant are too low. The investment, if made, can be funded by issuing
equity or debt. The firm has no preexisting debt. In addition,we assume that managers of the firm are
its equityholders and do not distinguish between shareholders and managers. Once in operation, a plant
must be run at full capacity. There is no possibility of scaling back production other than shutting down
all operations and liquidating the firm. If funded by debt, bondholders immediately liquidate the firm
upon bankruptcy. This effectively means that the direct cost of bankruptcy is sufficiently high to warrant
closing down the plant.

2.1 Debt Financing

Let us consider the firm’s decision if investment where to be fully funded (100%) debt. This analysis
can be easily extended to the case where investment is partially funded by debt and partially by equity
(see Section 4).Debt is issued just prior to investment in the new plant. We assume debtholders are fully
informed about the financial state of the firm and its prospects and are, thus, able to determine the correct
value of debt.

We work backwards, starting the analysis witha firm that already owns two plants, has a profit flow
of 2Pt − 2ξ, and has issued perpetual debt with principalc/r and a contractual coupon flowc per
period of time. Managers operate the firm in order to maximize shareholder equity value (rather than
the combined value of equity and debt, i.e, the firm value). Because of limited liability, managers have
some flexibility in choosing a default policy that maximizesequity value. Operationally, we assume
that the equityholder-managers can choose to cover the firm’s operating losses by providing their own
capital. Bankruptcy occurs when equity holders decide to stop injecting additional capital. They do this
by selecting a bankruptcy trigger levelPb so as to maximize the value of equity by declaring bankruptcy
the first timePt ≤ Pb after adoption of the second plant. We assume that in bankruptcy, debtholders
receive their share of tangible assets with the value of2γ and shareholders receive the rest. Given the
assumption that debt is risky (i.e., the debtholders may not be able to recover the whole amount of c/r),
equity holders will receive zero. Under these assumptions,for each coupon levelc, the equityholder-
manager’s value function is

V2(p, c) := sup
τ∈S

E
p

[
∫ τ

0
e−rs(2Ps − 2ξ − (1 − θ)c) ds

]

(2.2)
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whereE
p[·] is expectation under the probability law withP0 = p andS is a set ofFP

t (the natural
filtration generated by processP ) stopping times.θ is a corporate tax rate with0 ≤ θ ≤ 1 so thatcθ is
the tax shield on debt. This formulation is similar to the example in Chapter 11 of Duffie [10]. Equation
(2.2) indicates that, for a given debt level ofc/r, the managers will choose the bankruptcy threshold
in order to maximize equity value. This problem has an explicit solution. Consider the infinitesimal
generatorA of P : Au(p) , (σ2/2)p2u′′(p) + µpu′(p) acting on a smooth functionu(·). The o.d.e.
(A − r)u(p) = 0 provides the fundamental solutionsψ(p) , pλ1 andϕ(p) , pλ2 with λ1 > 1 and
λ2 < 0, which are the two roots ofλ(λ − 1)σ2/2 + λµ − r = 0 and play an important role in the
analysis. Denoteλ := min(λ1, λ2) = λ2 when there is no risk of ambiguity.

Proposition 2.1. For a given contractual coupon levelc, the bankruptcy levelPb(c) is given by

Pb(c) = −
λ

1 − λ

(2ξ + (1 − θ)c)(r − µ)

2r
(2.3)

and the equity value on(Pb(c),∞) and debt value on(Pb(c),∞) are

V2(p, c) =
2p

r − µ
−

2ξ + (1 − θ)c

r
−

(

2Pb(c)

r − µ
−

2ξ + (1 − θ)c

r

)(

p

Pb(c)

)λ

, (2.4)

and

D(p, c) =
c

r
+

(

2γ −
c

r

)

(

p

Pb(c)

)λ

, (2.5)

respectively. Onp ∈ (0, Pb(c)), we haveV2(p, c) = 0 andD(p, c) = 2γ.

Now let us go back to the original firm that owns one plant with an option to invest in an identical
plant at costI. Investment can be made at any time and, if made, is financed byperpetual debt with
principal c/r. For each coupon rate levelc, managers wish to maximize equity value,V1(p, c), of the
firm by solving the following two-boundary optimal stoppingproblem for eachc,

V1(p, c) := sup
τm,τd∈S

E
p

[
∫ τm∧τd

0
e−rs(Ps − ξ) ds+ e−rτmγ1{τm<τd} + e−rτdV2(Pτd

, c)1{τm>τd}

]

.

(2.6)

In other words, if the output priceP reaches some valuePm(c) before it reachesPd(c), managers will
close the current plant and collect scrap valueγ. Otherwise, they will build a new plant at costI when
time τd comes. In this event, the original firm borrows an amount of debt c/r. This one-plant firm,
thereby, becomes the firm whose equity value should be equal to V2(Pd, c) in Equation (2.4). The
optimal threshold valuesPm andPd maximize equity value. One may be tempted here to conclude
I = c

r
. However, it is important to recall thatI is debt value at the time of investment. See Equation

(2.7).

Proposition 2.2. If we haver > µ andc(1 − θ)/r > 2γ, there exists an interval(Pm(c), Pd(c)) ∈ R+,
for givenc ∈ R+ such thatτ∗m = {t ≥ 0 : Pt ≤ Pm(c)} andτ∗d = {t ≥ 0 : Pt ≥ Pd(c)} are optimal
closing and investment times, respectively, for (2.6). Thevalue function to problem (2.6) is continuous in
R+ and is of the form

V1(p, c) =











γ, p ≤ Pm(c),

B1(c)p
λ1 +B2(c)p

λ2 + p
r−µ

− ξ
r
, Pm(c) < p < Pd(c),

V2(p, c), Pd(c) ≤ p,

whereB1(c) andB2(c) along withPm(c), andPd(c) are uniquely determined. The computation for
these values is described in Section 5.2 with the proof of this proposition.
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Note thatV1(p, c) depends on the debt levelc ∈ R+ (a family of functions parameterized byc).
Appropriate accounting of bankruptcy risk requires equating investment costI with debt value at the
investment threshold (see, for example, Mella-Barrel and Perraudin [19]). Since the value of the debt
D(p, c) is given by (2.5), this requirement is written as

I =
c

r
+

(

2γ −
c

r

)

(

Pd(c)

Pb(c)

)λ

. (2.7)

Thus, amongPd(c) (that solve the optimal stopping problem (2.6) for a givenc), we findc = c̄ that also
satisfies (2.7). That is, for this levelc̄, (2.6) and (2.7) are simultaneously solved and we obtainPm(c̄)
andPd(c̄) along withV1(p) := V1(p, c̄).

Remark 2.1. When the debt principal,c/r, is less than the salvage value of assets,2γ, bankruptcy does
not occur. Timing of firm closure is then efficient, leverage imposes no agency costs, and the value of
the firm is the same as it would be under pure equity financing. Since debt would be free of risk, the firm
is effectively operated as an all-equity interest. Equity value is given by

V1(p) = U1(p) and V2(p, c) = U2(p) −D(p, c)

where debt valueD(p, c) = I. Conversely, wheneverc(1 − θ)/r > 2γ as in Proposition 2.2, debt is
risky.

2.2 Equity Financing

To complete our model formulation, we now turn to investmentunder pure equity financing. If profits are
too low, the firm could be shut down before there is a chance to invest in the second plant. The firm owns
several real options in the form of liquidation and plant expansion and exercises them such that equity
value is maximized. LetU2 denote the value of the pure equity firm that already owns two plants and has
an income flow2Pt − 2ξ. Firm value is contingent on output price. The pure equity firm’s problem is to
find an optimal closure policyτ ,

U2(p) := sup
τ∈S

E
p

[
∫ τ

0
e−rs(2Ps − 2ξ) ds+ e−rτ2γ

]

. (2.8)

At closure, the total value of firm assets must equal salvage value2γ.

Proposition 2.3. The closure levelPc is obtained byPc = − λ
1−λ

(ξ+rγ)(r−µ)
r

and the value of the pure
equity firm with two plants is

U2(p) =
2p

r − µ
−

2ξ

r
+ 2

(

γ −
Pc

r − µ
+
ξ

r

)(

p

Pc

)λ

, (2.9)

on [Pc,∞) andU2(p) = 2γ on (0, Pc).

Proof. The proof is similar to that of Proposition 2.1 and is omitted.

Next, let us consider a firm that owns one plant and an option toinvest in an identical plant at costI.
This time we assume the investment is entirely financed by equity. The value of this firm, denotedU1, is
the solution to the optimal stopping problem

U1(p) := sup
τl,τe∈S

E
p

[
∫ τl∧τe

0
e−rs(Ps − ξ) ds+ e−rτlγ1{τl<τe} + e−rτe(U2(Pτe) − I)1{τl>τe}

]

.

(2.10)
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In other words, if the output priceP reaches some valuePl before it reachesPe, the equityholder-
manager will close the current plant and receiveγ. Otherwise, the managers will build a new plant at
costI. The proof of the following assertion is similar to Proposition 2.2 and is omitted.

Proposition 2.4. If r > µ, there exists an interval(Pl, Pe) ∈ R+ such thatτ∗l = inf{t ≥ 0 : Pt ≤ Pl}
and τ∗e = inf{t ≥ 0 : Pt ≥ Pe} are optimal closing and investment times, respectively. The value
function of the problem (2.10) is

U1(p) =











γ, p ≤ Pl,

A1p
λ1 +A2p

λ2 + p
r−µ

− ξ
r
, Pl < p < Pe,

U2(p) − I, Pe ≤ p,

whereA1 andA2 along withPl andPe are uniquely determined.

2.3 Value of Loan Commitments and Agency Cost

One can argue that, due to the existence of tax shield on debt,for each initial price levelp, max(0, V1(p)−
U1(p)) represents the value of the loan commitment equity holder received from the lender. This must be
so since without the loan commitment, equityholder-manager has no other ways to finance the planned
expansion except through equity financing (see Section 4 forthe case of mixed debt and equity funding).
This value is mainly due to the tax shield but it partially derives from an added expense to the lender, as
discussed in the next paragraph.

As presented later in Table 1, the tax shield makes debt financing more attractive and prompts overin-
vestment. The lender could claim that a part of the value created by the loan commitment is at its expense
and, therefore, it is entitled to a share of the benefit that the equityholder receives. One way to quantify
this compensation is as follows. As argued in the literature, since the rational debtholder will value debt
under the assumption that equityholders will exercise the option to maximizeequity value, debt will be
priced as in Section 2.1 (by solving Equations (2.6) and (2.7)). In return, the debtholder could argue that
some value is lost due to the manager’s action of maximizing equity value instead offirm value. If the
manager were to maximize firm value, the corresponding optimal stopping problem would be

V̄1(p) := sup
τm,τd∈S

E
p

[
∫ τm∧τd

0
e−rs(Ps − ξ) ds

+e−rτmγ1{τm<τd} + e−rτd{V2(Pτd
, c̄) +D(Pτd

, c̄) − I}1{τm>τd}

]

,

(2.11)

given debt is priced at̄c as in Section 2.1. Equation (2.11) yields the liquidation and investment threshold
levelsPm̄ andPd̄, respectively. We claim the following proposition must hold.

Proposition 2.5. Supposer > µ and c(1 − θ)/r > 2γ. For value functionsV1(p) = V1(p, c̄) in (2.6)
and V̄1(p) in (2.11), we haveV1(p) ≤ V̄1(p) for p ∈ R+.

Consequently, the lender may argue that, for anyp ∈ R+,

(V̄1(p) − U1(p)) − (V1(p) − U1(p)) = V̄1(p) − V1(p) > 0 (2.12)

represents the agency cost that is incurred since the first term on the right hand side is the value of having
the loan commitment that could have been added if managers maximized firm value.
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2.4 Positive Construction Period

We further consider a more realistic case when the construction of the second plant requires certain
period of time∆ > 0. For the purpose of simplicity and comparison with the preceding analysis, we
assume that the construction period is constant and the equityholder seeks an optimal threshold strategy
as in previous sections. As a result of this non-zero construction period, the original problem becomes

V ∆
1 (p, c) := sup

τm,τd∈S
E

p

[

∫ τm∧(τd+∆)

0
e−rs(Ps − ξ) ds

+e−rτmγ1{τm<τd+∆} + e−rτdV2(Pτd+∆, c)1{τm>τd+∆}

]

,

(2.13)

whereτd is the time when the equityholder decides to exercise the expansion option and start the con-
struction. Note that the new plant is available for production at timeτd + ∆. Let us denote the optimal
time to start the construction byτd∆ and the price of the product at that time byPd∆ . It is reasonable to
assume the following:

Assumption 2.1. (a) The debt ispricedat timeτ∆
d with Pd(c) = Pd∆(c) in (2.7).

(b) Once the construction begins, the construction must be completed and thereby the equityholder is
not allowed to declare bankruptcy (until completion).

As to the first assumption, this is because the bank does not run the risk of unknown price level at time
τ∆
d + ∆. Then the debt isissuedat timeτ∆

d + ∆ and the construction costI is paid simultaneously. The
second assumption also makes sense because the lender protects their interest and avoids the manager
(equityholder) throwing away the new plant under construction. As we see below in the numerical
experiments with typical parameters, this leads to a reduction of the value of the loan commitment and
agency cost. Our assumptions above pertain to contract/negotiation matters about which party assumes
costs involved in additional uncertainty.

Now to study the agency cost in this case, we need the counterparts of (2.10) and (2.11), which are

U∆
1 (p) := sup

τl,τe∈S
E

p

[

∫ τl∧(τe+∆)

0
e−rs(Ps − ξ) ds

+e−rτlγ1{τl<τe+∆} + e−r(τe+∆)(U2(Pτe+∆) − I)1{τl>τe+∆}

]

,

(2.14)

and

V̄ ∆
1 (p) := sup

τm,τd∈S
E

p

[

∫ τm∧(τd+∆)

0
e−rs(Ps − ξ) ds+ e−rτmγ1{τm<τd+∆}

+e−r(τd+∆){V2(Pτd+∆, c̄) +D(Pτd+∆, c̄) − I}1{τm>τd+∆}

]

,

(2.15)

respectively. While the value functions become very complex, these problems are still tractable. See
Section 5.4 for computations of the solution.

3 Results

In this numerical example, first, let us look at the overinvestment/underinvestment issue.3 We can single
out the role of bankruptcy risk by comparing the investment thresholdPd (under threat of bankruptcy)

3The comparison here is, in terms of Case (A), (B) and (C) in theintroduction section, between (A) and (C).
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Table 1: Investment thresholdsPe andPd for an investment costI = 30
θ = 0 θ = 0.3

σ Pe Pd
Pe−Pd

Pd
% c̄ Pd

Pe−Pd

Pd
% c̄ Pd̄

0.01 1.55 1.55 0.00 1.20
0.05 1.77 1.78 −0.28 1.36 1.30 36.16 1.36 1.31
0.10 2.09 2.11 −1.14 1.40 1.54 35.71 1.41 1.59
0.15 2.46 2.49 −1.31 1.47 1.81 35.91 1.48 1.92
0.20 2.88 2.90 −0.95 1.54 2.11 36.50 1.55 2.29
0.25 3.35 3.36 −0.36 1.63 2.44 37.30 1.64 2.69
0.30 3.87 3.86 0.27 1.72 2.80 38.21 1.73 3.14
0.35 4.45 4.42 0.86 1.82 3.20 39.06 1.83 3.63
0.40 5.09 5.03 1.37 1.93 3.63 40.22 1.94 4.17
Pe andPd are investment threshold levels for equity, and debt financed investments, respectively. The firm invests
in the additional plant as soon as output price reaches the corresponding investment threshold level. The last
columnPd̄ is the investment threshold if the firm maximized the entire firm value rather than the equity value.

andPe (without bankruptcy risk). To do so, we change price volatility, holding other parameters constant.
Specifically, letσ vary from 10 percent to 40 percent and fix other parameters as follows: a salvage value,
γ, of 2, a risk-free interest rate of 4.5 percent, and a flow costξ = 0.15. Finally, we setµ = 0 andI = 30.

Let us first examine the case with corporate tax rateθ = 0 to obtain insight intopure effect of the
bankruptcy threat. Table 1 shows values of investment thresholds for various price volatilities. All
values of investment thresholds are higher thanξ + rI (= 1.5), the full cost of investing and operating
the additional plant (Dixit [8]). This is due to the effect ofprofit uncertainty on the investment option. In
addition, investment thresholds increase as volatility increases. This is consistent with the general finding
in real options literature that the higher the uncertainty,the higher the investment threshold (McDonald
and Siegel [18] and Dixit and Pindyck [9]). Comparing the trigger prices for adopting the second plant
with and without the risk of bankruptcy, we find that, when volatility is low, Pe < Pd. There is a
crossover level where the investment threshold for debt financing starts lower than the equity financing
threshold asσ increases (aroundσ = 0.275 in this example). Asσ increases, the negative gap between
Pe andPd reaches an apex before narrowing to zero and changing sign. The percentage difference in
investment thresholds between the debt and equity financingis illustrated in Figure 1. It implies that
the prospect of bankruptcy distorts real investment decisions in a direction that depends on the level of
volatility.4 Investment threshold levels for equity and debt financing are compared in the center picture
of Figure 1 for different interest rate and production cost scenarios. An even more interesting picture
emerges when the amount of financing is considered. The graphon the right shows that a levered firm
may be either more or less likely to make an irreversible investment than a pure equity firm depending on
the level of uncertainty and the amount of capital at risk (project size minus salvage value, or market-to-
book value of the firm). The combination of these two factors determines whether debt induces early or
late investment compared with equity financing. It is interesting that early investments diminish in very
highly volatile environments.

Next, we examine the case with tax rateθ = 0.3 in Table 1. In the presence of the tax shield, the
situation is very different. For all levels of volatility, we observe overinvestment phenomena withPd

being substantially smaller thanPe. As expected, the tax shield makes debt financing more attractive and

4In contrast,Pe > Pd− as long as debt is risky, where pricePd− is the threshold level assuming debt financing treats the
project as risk-free, corresponding to overinvestment in all cases. This is to be expected since bankruptcy risk is undervalued
in obtainingPd−.
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Figure 1: Investment threshold levels.Left: Percentage difference (Pe−Pd

Pd

× 100) between equity and debt
financed investment thresholds forI = 30 as a function of price volatility (σ). Center: It compares investment
threshold levelsPe andPd under equity and debt financing, respectively. Right: compares the percentage differ-
ence between equity and debt financed investment thresholdsfor small and large capital requirements. When the
investment amount does not exceed salvage value of assets (i.e., I ≤ 4), debt and equity financing are interchange-
able. All curves approach zero for sufficiently high price volatilities.

prompts the managers to exercise the expansion option early. It is worth noting that while the coupon
levels c̄ in this case are higher as compared to the caseθ = 0, the differences are very small across
all volatility levels. This implies that debt value does notincrease much. We now focus on the closely
related issue, namely the value of the loan commitment that equityholder obtained from the lender in
the presence of tax shields. Figure 2 illustrates the relationship of the three value functions,V1, U1, and
V̄1. The first graph (a) shows the equity valueV1. In graph (b), we see thatV1 > U1 and the vertical
distance (= the value of the loan commitment) is plotted in graph (c). To compute the agency cost
involved here, we find̄V1, the value function of firm value maximization problem. The threshold levels
(Pm̄, Pd̄) = (0.100615, 2.68965). We confirm that(Pm̄, Pd̄) ⊃ (Pm, Pd) = (0.100661, 2.43567) so that
the equity value maximization policy tends to overinvestment (as compared to firm value maximization)5.
The agency cost associated (defined byV̄1 − V1) is plotted in graph (d). In this particular example, the
relative size of the agency cost to the value of the loan commitment is small.
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Figure 2: The value functions: With σ = 0.25 andθ = 0.3, (a) the value function of the equity financing
U1(p) situated below theV1 function, (b) the vertical distance between the two curves represents the value of the
loan commitment and (c) the agency costs represented byV̄1(p) − V1(p).

Now let us raise the uncertainty levelσ from 0.25 to 0.4 to see how the loan commitment value and
the agency costs will change. Note first that we observe againthe consistent result:(0.05883, 3.6333) =
(Pm, Pd) ⊂ (Pm̄, Pd̄) = (0.05878, 4.16677). With the higher volatility, the value of the loan commit-
ment increases across almost all the price levels. See Figure 3-(a). This is consistent with the general
belief that the borrower takes advantage of higher volatility via debt financing. The problem of agency

5This comparison here is, in terms of Case (A), (B) and (C) in the introduction section, between (A) and (B).
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Figure 3:Comparative statics: We raised the uncertainty levelσ from 0.25 to 0.4. (a) The above (red) curve
represents the value of the loan commitment corresponding toσ = 0.40 which is greater than that corresponding to
σ = 0.25 for all initial price level. (b) The agency cost is not straightforward. For lower output prices, the agency
cost is higher with the lower volatility level (σ = 0.25). This is reversed in the higher output price range.

costs is more interesting. As seen form Figure 3-(b), in low initial prices, the agency cost incurred on
the lender is greater when the volatility level is lower (σ = 0.25). This relationship is reversed in higher
price levels. Since the agency cost is defined via (2.11) and (2.12), a possible explanation is as follows:
When the output price is low (aroundp = 1.0), the value of the debtD(p, c̄) is low as well and should
be aggravated (i.e., greater risk of default) by the higher volatility (σ = 0.4). Hence thēV1 value tends
to be lower and accordingly the agency cost (= V̄1 − V1) results in lower levels in this price range.

Figure 4 displays the effect of construction period on the value functions. First, graph (a) shows that
the value of the equity drops fromV1(x) to V ∆

1 as expected. Graph 4-(b) shows that the value of loan
commitment obtained by the equityholder (from the lender),which isV ∆

1 − U∆
1 does not change much

from the originalV1 − U1. Since

(V1 − U1) − (V ∆
1 − U∆

1 ) = (V1 − V ∆
1 ) − (U1 − U∆

1 ), (3.1)

this means that the drop of the value (due to the delay) is not significantly different between debt financing
and equity financing. It is understandable since the delay risk affects the equity value almost equally in
debt and equity financing (i.e.,V1 − V ∆

1 ≃ U1 − U∆
1 ). The amount of agency cost with positive

construction period,̄V ∆
1 − V ∆

1 is also smaller than the original̄V1 − V1 (see graph (c)). The mechanism
is rather complicated: We note first that

(V̄1 − V1) − (V̄ ∆
1 − V ∆

1 ) > 0 ⇔ (V1 − V ∆
1 ) − (V̄1 − V̄ ∆

1 ) < 0. (3.2)

The last inequality shows that the drop in the value ofV̄1 (firm value maximization) is greater than that of
V1 in the presence of delay. It is partly because that the debt value is also hit by the increased uncertainty.
As a consequence of this effect, the agency cost incurred on the lender’s side shrinks.

Finally, we examine the case of positive construction period with σ = 0.4 (Figure 5). The difference
betweenV1 andV ∆

1 is greater in this case, reflecting that the increased uncertainty caused by a higher
volatility (graph (a)) further reduces the equity value. Ingraph (c), we can see the vertical distances
between two lines become wider. This means that a larger volatility coupled with positive construction
period further reduces the agency costs from the original value.
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Figure 4: The value functions with positive construction period in expansion (σ = 0.25). With
σ = 0.25, θ = 0.3 and∆ = 0.5, (a)V1(p) − V ∆

1 (p) is plotted for eachp. The continuation region shifts shrinks
from the original(0.10066, 2.43567) to (0.100771, 2.42461) with ∆ = 0.5. (b) the value of the loan commitment
V ∆

1
− U∆

1
(below, blue dashed) does not change much from the original levelV1 − U1 (above, red solid). (c) the

agency costs̄V ∆
1 − V ∆

1 decreased (below, blue dashed) from the originalV̄1 − V1 (above, red solid).
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Figure 5:The value functions with positive construction period in expansion (σ = 0.40). With σ =
0.40 andθ = 0.3, (a)V1(p)−V

∆
1

(p) is plotted for eachp. The continuation region shrinks from(0.05883, 3.6333)
to (0.058993, 3.59528). (b) the value of the loan commitmentV ∆

1 − U∆
1 (below, blue dashed) does not change

much from the original valueV1 − U1 (above, red solid). (c) the agency costsV̄ ∆
1

− V ∆
1

decreased (below, blue
dashed) from the original̄V1 − V1 (above, red solid).

4 Concluding Remarks

Our model can be extended in several ways. First, the debt-equity ratio can be considered in our model.
Suppose that the lender commits to provide only partial financing of the investment costI so that the
investment cost can be split into a debt financed partId and an equity financed partIe. Equations (2.6)
and (2.7) become

Ṽ1(p, c) , sup
τm,τd∈S

E
p

[
∫ τm∧τd

0
e−rs(Ps − ξ) ds+ e−rτmγ1{τm<τd} + e−rτd{V2(Pτd

, c̄) − Ie}1{τm>τd}

]

,

(4.1)

and

Id =
c

r
+

(

2γ −
c

r

)

(

Pd(c)

Pb(c)

)λ

, (4.2)

respectively. Hence one can find the threshold levels for anycombinations ofId andIe. Alternatively,
for a given coupon levelc, one can compute the investment threshold levelPd(c) andId that satisfy both
Equations (4.1) and (4.2) and find the optimal debt level subject to a desired condition, for example,
maximizing firm value at a certain level ofp.
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We have assumed that default leads to liquidation of firm assets. In practice, a financially distressed
firm may either liquidate its assets or decide to renegotiateits debt obligations. Including this possibility
in the analysis will affect investment decisions. In addition, policy distortions may be even greater if
conflicts of interest between managers and shareholders of the firm are taken into account. Choice of debt
maturity is yet another variable that firm managers can use toincrease equity value at the expense of firm
value. In case of positive construction period, we could make other assumptions regarding which party
assumes the risk involved in additional uncertainties (cf.Assumption 2.1). We note that our Assumption
2.1 is reasonable in light of real business conventions and leads to a mathematically tractable formulation.

5 Appendix

5.1 Proof of Proposition 2.1

Consider the performance measureJ : R+×R+ → R whereJ(p, c) , E
p
[∫ τ

0 e
−rs(2Ps − 2ξ − (1 − θ)c) ds

]

and use the strong Markov property ofP ,

J(p, c) = E
p

[
∫ ∞

0
e−rs(2Ps − 2ξ − (1 − θ)c) ds−

∫ ∞

τ

e−rs(2Ps − 2ξ − (1 − θ)c) ds

]

=
2p

r − µ
−

(2ξ + (1 − θ)c)

r
− E

p

[

e−rτ
E

Xτ

[
∫ ∞

0
e−rs(2Ps − 2ξ − (1 − θ)c) ds

]]

=
2p

r − µ
−

(2ξ + (1 − θ)c)

r
+ E

p

[

−erτ

(

2Pτ

r − µ
−

(2ξ + (1 − θ)c)

r

)]

.

Since the first term is independent ofτ , we consider only the second term to maximize over all the
possibleτ ∈ S. This is a straightforward problem and can be solved by the usual variational arguments.
In the continuation region, the value function has the form with someA(c) ∈ R, V2(p, c) = A(c)pλ for
a givenc. By the first method, we can easily verify that, at the boundary Pb(c), the smooth-fit principle
works. The optimal stopping policy isτ∗ = inf{t ≥ 0 : Pt ≤ Pb(c)}.

On the other hand, the debt value can be calculated, again with the strong Markov property,

D(p, c) = E
p

[
∫ τ

0
e−rscds+ e−rτ2γ

]

=
c

r
+

(

2γ −
c

r

)

E
p
[

e−rτ
]

.

The last expectation is equal toBpλ for someB ∈ R. Applying the boundary condition atPb(c), we
have1 = BPb(c)

λ, which leads to our formula (2.5).

5.2 Proof of Proposition 2.2

Let us prove that for a givenc ∈ R+ that satisfiesc(1 − θ)/r > 2γ, there exists a unique vector
(B1(c), B2(c), Pm(c), Pd(c)) as a solution to (2.6). Similar to the proof for Proposition 2.1, we use the
strong Markov property ofP to obtain:

J1(p, c) := E
p

[
∫ τm∧τd

0
e−rs(Ps − ξ) ds+ e−rτmγ1{τm<τd} + e−rτdV2(Pτd

, c)1{τm>τd}

]

= E
p
[

e−rτm1{τm<τd} (γ − g(Pτm)) + e−rτd1{τm>τd} (V2(Pτd
, c) − g(Pτd

))
]

+ g(p)
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whereg(p) := p
r−µ

− ξ
r
. Sinceg(p) is independent of optimal stopping rules, we shall find

J̄1(p, c) := sup
τm,τd∈S

E
p
[

e−rτm1{τm<τd}f1(Pτm) + e−rτd1{τm>τd}f2(Pτd
, c)

]

wheref1(x) := γ − g(x) andf2(x, c) := V2(x, c) − g(x).

Consider the infinitesimal generatorA of the processP : Au(p) := (σ2/2)p2u′′(p) + µpu′(p) acting
on a smooth functionu(·). The o.d.e. (A − r)u(p) = 0 will provide us the fundamental solutions
ψ(p) := pλ1 andϕ(p) := pλ2 with λ1 > 1 andλ2 < 0. Let us define an increasing functionF (p) :=
ψ(p)/ϕ(p), more explicitly

F (p) = pλ1−λ2 and F−1(y) = y
1

λ1−λ2 .

Hence for each coupon levelc, managers need to solve Equation (2.6) while satisfying condition (2.3).
This is a two-sided optimal stopping problem where one has tofind two threshold levels together with
the value function. To proceed, we employ the characterization of the value function along the lines
of Dynkin [11] and Dayanik and Karatzas [7]. Namely, if we findthe smallest nonnegative concave
majorantW (y) of H(y) := max(H1(y),H2(y, c)) wherey , F (p), and

H1(y) := f1(F
−1(y))/ϕ(F−1(y)) and H2(y, c) := f2(F

−1(y), c)/ϕ(F−1(y)),

then the value function̄J1(p, c) can be obtained bȳJ1(p, c) = ϕ(p)W (F (p)). Moreover, the optimal
stopping region is given where{y : H(y) = W (y)}. Hence we find the points whereW andH match
for optimal threshold values. For the purpose of findingW (y), we directly examine the functionH1(y)

andH2(y). We haveH1(y) =
(

γ − 1
r−µ

y
1

λ1−λ2 + ξ
r

)

y
−λ2

λ1−λ2 and this function passes the origin, starts

increasing (concave), takes the local maximum at point, sayy = y0 and decreases on(y0,∞). It also
becomes convex at pointy = y1 > y0.

On the other hand, recall thatV2(p) function has two parts inp ∈ [0, Pb(c)) andp ∈ [Pb(c),∞) and
accordingly,H2(·) is written, for anyc ≥ 0,

H2(y, c) =







− 1
r−µ

y
1−λ2

λ1−λ2 + ξ
r
y

−λ2
λ1−λ2 , y ∈ [F (0), F (Pb(c))],

1
r−µ

y
1−λ2

λ1−λ2 − ξ+(1−θ)c
r

y
−λ2

λ1−λ2 −K(c) · (1/Pb)
λ2 , y ∈ [F (Pb(c)),∞),

(5.1)

where

K(c) :=

(

2Pb(c)

r − µ
−

2ξ + (1 − θ)c

r

)

= −
2ξ + (1 − θ)c

r(1 − λ)
< 0. (5.2)

It is clear thatH2(y, c) < H1(y) on y ∈ [F (0), F (Pb(c))]. Let us investigate the two functions in

this region. The sole critical pointy0 of H1(y) is explicitly available:p0 := F−1(y0) = y
1

λ1−λ2

0 =

−
λ2(r−µ)(γ+ ξ

r )
1−λ2

. A simple algebra shows that ifc(1− θ)/r > γ, thenp0 < Pb(c). This implies the local
maximum ofH1(·) is attained byy0 ∈ [F (0), F (Pb(c))] where we haveH1(y) > H2(y, c).

Let us look into the other region,y ∈ (F (Pb(c)),∞). The second branch ofH2(y) starts with de-
creasing (convex), takes the local minimum at pointy = y2 and increases on(y2,∞) to +∞. It becomes
concave at pointy = y3 > y2. SinceH1(y) is decreasing on(y0,∞), it is clear that there exists a point
y∗ ∈ (F (Pb(c),∞) such thatH1(y) ≤ H2(y, c) on (y∗,∞).

It follows that all we need is to find the linear function

W (y, c) = B1(c)y +B2(c) (5.3)
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that meets smoothlyH1(y) andH2(y) together with the respectivetangencypoints, sayya andyb. Once
found, the value function in the transformed space is

W (y, c) =











H1(y), y ∈ [F (0), ya(c)]

B1(c)y +B2(c), y ∈ (ya(c), yb(c))

H2(y, c), y ∈ [yb(c),∞).

Then the value function on(Pm(c), Pd(c)) (in the original space) is

J̄1(p, c) = ϕ(p)W (F (p), c) = B1(c)ψ(p) +B2(c)ϕ(p) = B1(c)p
λ1 +B2(c)p

λ2 (5.4)

and the threshold levels are given byPm(c) = F−1(ya(c)) andPd(c) = F−1(yb(c)). Finally, V1(·) =
J̄1(·) + g(·). This completes the proof to (2.6) for any givenc that satisfiesc(1 − θ)/r > γ. Note that
one can solve the other problems in this paper in the same way by using the appropriateHi functions all
computed in this section.

5.3 Proof of Proposition 2.5

The proof of the existence and uniqueness of the value function and the optimal threshold levels for this
problem is similar to that of Proposition 2.2. We have

(

V2(p, c̄) +D(p, c̄) − I
)

− V2(p, c̄) =
c̄

r
− I +

(

2γ −
c̄

r

)

(

p

Pb(c̄)

)λ2

.

In light of the debt value equation (2.7), the right hand sideof the last equation is positive ifp > Pd and
negative ifp < Pd since∂D(p, c̄)/∂p > 0 if c̄/r > 2γ. Note that the last inequality always holds under
the assumption andPd := Pd(c̄). Now consider the function

f3(x, c) , V2(x, c) +D(x, c) − I − g(x)

and its transformed functionH3(y, c) , f3(F
−1(y), c)/ϕ(F−1(y))

H3(y, c̄) =







− 1
r−µ

y
1−λ2

λ1−λ2 +
(

2γ + ξ
r
− I

)

y
−λ2

λ1−λ2 , y ∈ [F (0), F (Pb(c̄))],

1
r−µ

y
1−λ2

λ1−λ2 −
(

ξ−θc̄
r

+ I
)

y
−λ2

λ1−λ2 + (−K(c̄) + 2γ − c̄
r
)(1/Pb(c̄))

λ2 , y ∈ [F (Pb(c̄)),∞).

From the above argument, we haveH2(y, c̄) ≥ H3(y, c̄) on [F (0), F (Pd)] andH2(y, c̄) < H3(y, c̄)
on (F (Pd),∞). This together with the fact thatH3(y, c̄) becomes concave and increasing eventually,
implies that the smallest linear majorant ofH1 andH3 must dominateW (y, c̄) (which is the smallest
concave majorant ofH1 andH2 in the proof of Proposition 2.2). That is,V1(p, c̄) ≤ V̄1(p, c̄) for p ∈ R+.

5.4 Analysis of Equations (2.13), (2.14) and (2.15)

First, Assumption 2.1-(b) means that on the set{τd < τm}, we set that the event{∆ ◦ θ(τd) < τm}
has probability one. Hereθ(·) is the shift operator (see, e.g. Karatzas and Shreve [14]). Following the
similar method to the proof of Proposition 2.2, equation (2.13) becomes

V ∆
1 (p, c) − g(p) = sup

τm,τd∈S
E

p
[

e−r(τd+∆)(V2(Pτd+∆, c) − g(Pτd+∆))1{τd+∆<τm}

+ e−rτm(γ − g(Pτm))1{τd+∆>τm}

]

. (5.5)
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Since we assume thatτd is a hitting time of the diffusion to some state (i.e., threshold strategy), by
conditioning upon the value ofPτd

, the first term on the right-hand side of (5.5) becomes

E
p
[

E
p[e−r(τd+∆)(V2(Pτd+∆, c) − g(Pτd+∆))1{τd+∆<τm}|Fτd

]
]

= E
p
[

e−rτd1{τd<τm}E
p[e−r∆(V2(Pτd+∆, c) − g(Pτd+∆))1{τd+∆◦θ(τd)<τm}|Fτd

]
]

= E
p[e−rτd1{τd<τm}E

Pτd [e−r∆(V2(P∆, c) − g(P∆))1{∆<τm}]]

= E
p[e−rτd1{τd<τm}E

Pτd [e−r∆(V2(P∆, c) − g(P∆))]]

where the last line is due to Assumption 2.1-(b). Hence from (2.4),the reward function at timeτd is

f4(x, c) : = e−r∆

(

1

r − µ
· xE[eq∆+σB∆ ] −

ξ + (1 − θ)c

r
−K(c) · (1/Pb(c))

λ · xλ
E[eqλ∆+σλB∆ ]

)

= e−r∆

(

M1

r − µ
x−

ξ + (1 − θ)c

r
−K(c) · (1/Pb(c))

λ ·M2x
λ

)

on x ∈ [Pb(c),∞) whereq := µ − 1
2σ

2, M1 := exp
(

q∆ + σ2∆
2

)

, M2 := exp
(

qλ∆ + (σλ)2∆
2

)

, and

K(c) as in (5.2). This equation is of the same form asf2(x, c) except for the constant multipliersM1

andM2. Since both constants are positive, the analysis forf2(x, c) in Appendix 5.2 applies to this case:
Similarly toH2, defineH4(y, c) , f4(F

−1(y), c)/ϕ(F−1(y)) which is

er∆H4(y, c) =







− M1

r−µ
y

1−λ2
λ1−λ2 + ξ

r
y

−λ2
λ1−λ2 , y ∈ [F (0), F (Pb(c))],

M1

r−µ
y

1−λ2
λ1−λ2 − ξ+(1−θ)c

r
y

−λ2
λ1−λ2 −K(c)M2(1/Pb)

λ2 , y ∈ [F (Pb(c)),∞).
(5.6)

On the other hand, the second term on the right-hand side of (5.5) becomesEp[e−rτm(γ−g(Xτm)1{τd>τm}]
due to Assumption 2.1-(b) again:

1{τd+∆>τm} = 1{τd>τm} + 1{τd<τm}1{∆◦θ(τd)>τm} = 1{τd>τm}.

Thus, the reward function at timeτm is the same asf1(x, c) in the proof of Proposition 2.2. The similar
analysis of (2.15) leads to the reward function stopped atτd as

er∆f6(x, c) :=







− M1

r−µ
x+

(

2γ + ξ
r
− I

)

, x ∈ (0, Pb(c)),

M1

r−µ
x−

(

ξ−θc
r

+ I
)

+
(

2γ −K(c) − c
r

)

M2(1/Pb(c)
λxλ, x ∈ [Pb(c),∞),

which is, after the transformation,

er∆H6(y, c) =







− M1

r−µ
y

1−λ2
λ1−λ2 +

(

2γ + ξ
r
− I

)

y
−λ2

λ1−λ2 , y ∈ [F (0), F (Pb(c))],

M1

r−µ
y

1−λ2
λ1−λ2 −

(

ξ−θc
r

+ I
)

y
−λ2

λ1−λ2 + (2γ −K(c) − c
r
)M2(1/Pb(c))

λ2 , y ∈ [F (Pb(c)),∞).

The reward at timeτm is againf1(x, c).

Finally, in the case of (2.14), the function we need after thetransformation is

er∆H5(y) =







− M1

r−µ
y

1−λ2
λ1−λ2 −

(

2γ + ξ
r

)

y
−λ2

λ1−λ2 , y ∈ [F (0), F (Pc)],

M1

r−µ
y

1−λ2
λ1−λ2 −

(

ξ
r

+ I
)

y
−λ2

λ1−λ2 + 2M2

(

γ − Pc
r−µ

+ ξ
r

)

(1/Pc)
λ2 , y ∈ [F (Pc),∞).
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