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Abstract

This paper develops a new computationally attractive procedure for estimating dynamic discrete choice models that is applicable to a wide range of dynamic programming models. The proposed procedure can accommodate unobserved state variables that (i) are neither additively separable nor follow generalized extreme value distribution, (ii) are serially correlated, and (iii) affect the choice set. Our estimation algorithm sequentially updates the parameter estimate and the value function estimate. It builds upon the idea of the iterative estimation algorithm proposed by Aguirregabiria and Mira (2002, 2007) but conducts iteration using the value function mapping rather than the policy iteration mapping. Its implementation is straightforward in terms of computer programming; unlike the Hotz-Miller type estimators, there is no need to reformulate a fixed point mapping in the value function space as that in the space of probability distributions. It is also applicable to estimate models with unobserved heterogeneity. We analyze the convergence property of our sequential algorithm and derive the conditions for its convergence. We develop an approximated procedure which reduces computational cost substantially without deteriorating the convergence rate. We further extend our sequential procedure for estimating dynamic programming models with an equilibrium constraint, which include dynamic game models and dynamic macroeconomic models.
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Preliminary and Incomplete
1 Introduction

Numerous empirical studies have demonstrated that the estimation of dynamic discrete models enhances our understanding of individual and firm behavior and provide important policy implications.\(^1\) The literature on estimating dynamic models of discrete choice was pioneered by Gotz and McCall (1980), Wolpin (1984), Miller (1984), Pakes (1986), and Rust (1987, 1988). Standard methods for estimating infinite horizon dynamic discrete choice models require repeatedly solving the fixed point problem (i.e., Bellman equation) during optimization and can be very costly when the dimensionality of state space is large.

To reduce the computational burden, Hotz and Miller (1993) developed a simpler two-step estimator, called *Conditional Choice Probability (CCP) estimator*, by exploiting the inverse mapping from the value functions to the conditional choice probabilities.\(^2\) Aguirregabiria and Mira (2002, 2007) developed a recursive extension of the CCP estimator called the *nested pseudo likelihood (NPL) algorithm*. These Hotz and Miller-type estimators have limited applicability, however, when unobserved state variables are not additively separable and (generalized-) extreme value distributed because evaluating the inverse mapping from the value functions to the conditional choice probabilities is computationally difficult. Recently, Arcidiacono and Miller (2008) develop estimators that relax some of the limitations of the CCP estimator by combining the Expectation-Maximization (EM) algorithm with the NPL algorithm in estimating models with unobserved heterogeneity. While Arcidiacono and Miller provide important contributions to the literature, little is known about the convergence property of their algorithm, and it is not clear how computationally easy it is to apply their estimation method to a model that does not exhibit finite time dependence.

This paper develops a new estimation procedure for infinite horizon dynamic discrete choice models with unobserved state variables that (i) are neither additively separable nor follow generalized extreme value distribution, (ii) are serially correlated, and (iii) affect the choice set. Our estimation method is based on the value function mapping (i.e., Bellman equation) and, hence, unlike the Hotz-Miller type estimators, there is no need to reformulate a Bellman equation as a fixed point mapping in the space of probability distributions (i.e., policy iteration operator). This is the major advantage of our method over the Hotz-Miller type estimators because evaluating the policy iteration operator is often difficult without the assumption of additively-separable unobservables with generalized extreme value distribution. Implementing our procedure is straightforward in terms of computer programming once the value iteration mapping is coded in a computer language.

---


\(^2\)A number of recent papers in empirical industrial organization build on the idea of Hotz and Miller (1993) to develop two-step estimators for models with multiple agents (e.g., Bajari, Benkard, and Levin, 2007; Pakes, Ostrovsky, and Berry, 2007; Pesendorfer and Schmidt-Dengler, 2008; Bajari and Hong, 2006).
Our estimation algorithm is analogous to the NPL algorithm [cf., Aguirregabiria and Mira (2002, 2007) and Kasahara and Shimotsu (2008a, 2008b)] but its iteration is based on the value function mapping rather than the policy iteration mapping. Our procedure iterates on the following two steps. First, given an initial estimator of the value function, we estimate the model’s parameter by solving a finite horizon \( q \)-period model in which the \((q+1)\)-th period’s value function is given by the initial value function estimate. Second, we update the value function estimate by solving a \( q \)-period model with the updated parameter estimate starting from the previous value function estimate as the continuation value in the \( q \)-th period. This sequential algorithm is computationally easy if we choose a small value of \( q \); if we choose \( q = 1 \), for instance, then the computational cost of solving this finite horizon model is equivalent to solving a static model. Iterating this procedure generates a sequence of estimators of the parameter and value function. Upon convergence, the limit of this sequence does not depend on an initial value function estimate. Hence, our method is applicable even when an initial consistent estimator of value function is not available.

We analyze the convergence property of our proposed sequential algorithm. The possibility of non-convergence of the original NPL algorithm (Aguirregabiria and Mira, 2002, 2007) is a concern as illustrated by Pesendorfer and Schmidt-Dengler (2008) and Collard-Wexler (2006). Since our algorithm is very similar to the original NPL algorithm, understanding the convergence property of our sequential algorithm is important. We show that a key determinant of the convergence is the contraction property of the value function mapping. By the Blackwell’s sufficient condition, the value function mapping is a contraction where a discount factor determines the contraction rate, and iterating the value function mapping improves the contraction property. As a result, our sequential algorithm achieves convergence when we choose sufficiently large \( q \). To reduce computational cost further, we also develop an approximation procedure called the approximate \( q \)-NPL algorithm. This approximate algorithm has substantially less computational cost than the original sequential algorithm but has the same first-order convergence rate as the original sequential algorithm.

We extend our estimation procedure to a class of dynamic programming models in which the probability distribution of state variables satisfies some equilibrium constraints. This class of models includes models of dynamic games where the players’ choice probability is a fixed point of a best reply mapping and dynamic macroeconomic models with heterogeneous agents where each agent solves a dynamic optimization problem given the rationally expected price process which is consistent with the actual price process generated from the agent’s decision rule.

The rest of the paper is organized as follows. Section 2 illustrates the basic idea of our

---

3Pesendorfer and Schmidt-Dengler (2008) provided simulation evidence that the NPL algorithm may not necessarily converge while Collard-Wexler (2006) used the NPL algorithm to estimate a model of entry and exit for the ready-mix concrete industry and found that \( P_j \)’s “cycle around several values without converging.” Kasahara and Shimotsu (2008b) analyze the conditions under which the NPL algorithm achieves convergence and derive its convergence rate.
algorithm by a simple example. Section 3 introduces a class of single-agent dynamic programming models, presents our sequential estimation procedure, and derives its convergence property. Section 4 extends our estimation procedure to dynamic programming models with equilibrium constraint. Section 5 reports some simulation results.

2 Example: Machine Replacement Model

2.1 A Single-agent Dynamic Programming Model

To illustrate the basic idea of our estimator, consider the following version of Rust’s machine replacement model. Let \( x_t \) denote machine age and let \( a_t \in \{0,1\} \) represent the machine replacement decision. Both \( x_t \) and \( a_t \) are observable to a researcher. There are two state variables in the model that are not observable to a researcher: an idiosyncratic productivity shock \( \epsilon_t \) and a choice-dependent cost shock \( \xi_t(a_t) \). The profit function is given by \( u_t(a_t, x_t, \epsilon_t) + \xi_t(a_t) \), where \( u_t(a_t, x_t, \epsilon_t) = \exp(\theta_1 x_t (1 - a_t) + \epsilon_t) - \theta_2 a_t \). Here, \( \exp(\theta_1 x_t (1 - a_t) + \epsilon_t) \) represents the revenue function with \( \theta_1 < 0 \), and \( \theta_2 \) is machine price (machine replacement cost). We assume that \( \xi_t = (\xi_t(0), \xi_t(1))^\prime \) follows Type 1 extreme value distribution independently across alternatives while \( \epsilon_t \) is independently drawn from \( N(0, \sigma^2) \). The transition function of machine age \( x_t \) is given by \( x_{t+1} = a_t + (1 - a_t)(x_t + 1) \).

A firm maximizes the expected discounted sum of revenues, \( E[\sum_{j=0}^{\infty} \beta^j (u_t(a_{t+j}, x_{t+j}, \epsilon_{t+j}) + \xi_{t+j}(a_{t+j}))|a_t, x_t] \). The Bellman equation for this dynamic optimization problem is written as:

\[
V(x) = \int \left( \gamma + \ln \left( \sum_{a \in \{0,1\}} \exp \left( u_t(a, x, \epsilon') + \beta V(a + (1-a)(x+1)) \right) \right) \frac{\phi(\epsilon'/\sigma_\epsilon)}{\sigma_\epsilon} d\epsilon' \equiv [\Gamma(\theta, V)](x),
\]

(1)

where \( \phi(\cdot) \) is the standard normal density function and \( \gamma \) is Euler’s constant. The Bellman operator \( \Gamma(\theta, \cdot) \) is defined by the right hand side of this integrated Bellman equation. Denote the fixed point of the integrated Bellman equation (1) by \( V_\theta = [\Gamma(\theta, V_\theta)] \). The value of \( V_\theta(x) \) represents the value of a firm with machine age \( x \). Given \( V_\theta \), the conditional choice probability of replacement (i.e., \( a = 1 \)) is given by

\[
P_\theta(a = 1|x) = \int \left( \frac{\exp(u_t(1, x, \epsilon') + \beta V_\theta(1))}{\sum_{a' \in \{0,1\}} \exp(u_t(a', x, \epsilon') + \beta V_\theta(a' + (1-a')(x+1)))} \right) \frac{\phi(\epsilon'/\sigma_\epsilon)}{\sigma_\epsilon} d\epsilon' \equiv \Lambda(\theta, V_\theta),
\]

(2)

while \( P_\theta(a = 0|x) = 1 - P_\theta(a = 1|x) \). Here, the operator defined by the right hand side of (2), denoted by \( \Lambda(\theta, \cdot) \), is a mapping from the value function space into the choice probability space.
To estimate the unknown parameter vector $\theta$ given a cross sectional data \( \{ x_i, a_i \}_{i=1}^n \), where \( n \) is the sample size, we may use the nested fixed point (NFXP) algorithm (Rust, 1987) by repeatedly solving the fixed point of (1) and evaluating the conditional choice probabilities (2) for every candidate value of $\theta$ to maximize the likelihood $\sum_{i=1}^n \ln P_{\theta}(a_i|x_i)$, where the integral with respect to $\epsilon$ can be evaluated by quadrature methods or simulations. The NFXP algorithm is costly because it is computationally intensive to solve the fixed point of (1). Estimating this replacement model using the Hotz-Miller type estimators [cf., Hotz and Miller (1993) and Aguirregabiria and Mira (2002, 2007)] is not straightforward because evaluating the inverse mapping from the value functions to the conditional choice probabilities is computationally difficult due to the presence of normally distributed shocks, $\epsilon$.

We propose a simple alternative estimation method applicable to models with unobserved state variables that are neither additively separable and nor extreme-value distributed. Our estimation algorithm is based on solving a finite horizon “q-period” model in which the continuation value for the q-th period is replaced with its estimate $\tilde{V}_0$. Namely, we evaluate the likelihood by applying the fixed point iterations only q-times starting from the initial estimate $\tilde{V}_0$ as:

$$
\max_{\theta \in \Theta} \ n^{-1} \sum_{i=1}^n \ln \Lambda(\theta, \Gamma^q(\theta, \tilde{V}_0))(a_i|x_i), \quad \text{where} \quad \Gamma^q(\theta, \cdot) \equiv \Gamma(\theta, \Gamma(...\Gamma(\theta, \tilde{V}_0)))
$$

(3)

where $\Gamma^q(\theta, \cdot)$ is a q-fold operator of $\Gamma(\theta, \cdot)$. Note that $\Gamma^q(\theta, \tilde{V}_0)(x)$ in (3) represents the value of a firm with machine age $x$ when a firm makes an optimal dynamic decision over q-periods where the $(q+1)$-th period’s value (i.e., the continuation value in the q-th period) is $\tilde{V}_0$. Solving the optimization problem (3) is much less computationally intensive than implementing the NFXP algorithm.

An estimator of $\theta$ defined by (3) is generally inconsistent unless $\tilde{V}_0$ is consistent. When an initial consistent estimator for $V$ is not available, we may apply the idea of the NPL algorithm [cf., Aguirregabiria and Mira (2002, 2007) and Kasahara and Shimotsu (2008a, 2008b)] to estimate $\theta$ consistently. Once an estimate of $\theta$ is obtained from solving the optimization problem (3), one updates the value function estimate $\tilde{V}_0$ as $\tilde{V}_1 = \Gamma^q(\hat{\theta}, \tilde{V}_0)$. Next, one obtains the updated estimator of $\theta$, $\hat{\theta}_1$, by solving (3) using $\tilde{V}_1$ in place of $\tilde{V}_0$. Iterating this procedure generates a sequence of estimators $\{\hat{\theta}_j, \tilde{V}_j\}_{j=1}^\infty$. Upon convergence, the limit of this sequence is independent of the initial estimator $\tilde{V}_0$, and the limiting $\hat{\theta}_\infty$ is consistent and asymptotically normally distributed under certain regularity conditions.

2.2 Equilibrium Constraint

We may extend our estimation procedure to models with an equilibrium constraint. Consider the economy with a measure one continuum of ex ante identical firms, each of which max-
imizes the expected discounted sum of revenues by making a machine replacement decision as in the previous section. Now suppose that the price of machine, denoted by \( r \), is endogenously determined in the stationary equilibrium. Let the supply function of machines be exogenously given by \( S(r, \theta) \) while the demand for machine in the stationary equilibrium is equal to \( D(r, \theta, P) = \sum_{x=1}^{\infty} P(a|x) f^*(x; \theta, P) \), where \( f^*(x; \theta, P) \) is the stationary distribution of \( x \) when each firm’s conditional choice probabilities are given by \( P \).  

Define the equilibrium machine price function, \( r(\theta, P) \), by the equilibrium condition \( S(r(\theta, P), \theta) = D(r(\theta, P), \theta, P) \).

Each agent treats the equilibrium machine price as exogenously given, and the profit function now depends on the equilibrium machine price as: \( u^P_\theta(a_t, x_t, \epsilon_t) = \exp(\theta_1 x_t(1 - a_t) + \epsilon_t) - r(\theta, P)a_t \). Then, the Bellman equation is given by

\[
V(x) = \int \left( \gamma + \ln \left( \sum_{a \in \{0, 1\}} \exp \left( u^P_\theta(a, x, \epsilon) + \beta V(a + (1 - a)(x + 1)) \right) \right) \right) \frac{\phi(\epsilon')}{\sigma_\epsilon} d\epsilon' \equiv [\Gamma(\theta, V, P)](x),
\]

while the conditional choice probability is given by

\[
P(a = 1|x) = \int \left( \frac{\exp(u^P_\theta(1, x, \epsilon') + \beta V(1))}{\sum_{a' \in \{0, 1\}} \exp(u^P_\theta(a', x, \epsilon') + \beta V(a' + (1 - a')(x + 1)))} \right) \frac{\phi(\epsilon')}{\sigma_\epsilon} d\epsilon' \equiv \Lambda(\theta, V, P).
\]

Note that the mappings \( \Gamma \) and \( \Lambda \) depend on both \( V \) and \( P \). For each value of \( \theta \), let \( (V_\theta, P_\theta) \) be the fixed point of the system of equations \( V_\theta = \Gamma(\theta, V_\theta, P_\theta) \) and \( P_\theta = \Lambda(\theta, V_\theta, P_\theta) \). The equilibrium machine price is then given by \( r(\theta, P_\theta) \).

Suppose that we have an initial consistent estimator of \((V, P)\) denoted by \((\tilde{V}_0, \tilde{P}_0)\). We may consistently estimate the parameter \( \theta \) as \( \tilde{\theta}_1 = \arg \max_{\theta \in \Theta} n^{-1} \sum_{i=1}^{n} \ln \Lambda(\theta, \Gamma^q(\theta, \tilde{V}_0, \tilde{P}_0), \tilde{P}_0)(a_i|x_i) \).

Once an estimate of \( \theta \) is obtained, one can update the value function estimate \((\tilde{V}_0, \tilde{P}_0)\) as \( \tilde{V}_1 = \Gamma^q(\tilde{\theta}_1, \tilde{V}_0, \tilde{P}_0) \) and \( \tilde{P}_1 = \Lambda(\tilde{\theta}_1, \tilde{V}_1, \tilde{P}_0) \), which can provide a more accurate estimator of \((V, P)\) than \((\tilde{V}_0, \tilde{P}_0)\). Iterating this procedure generates a sequence of estimators \( \{\tilde{\theta}_j, \tilde{V}_j, \tilde{P}_j\}_{j=1}^\infty \). If it converges, the limit is independent of the initial estimator \((\tilde{V}_0, \tilde{P}_0)\). We analyze the conditions under which this algorithm converges.

### 3 Dynamic Programming Model

#### 3.1 The model without unobserved heterogeneity

An agent maximizes the expected discounted sum of utilities, \( E[\sum_{j=0}^{\infty} \beta^j U_\theta(a_{t+j}, s_{t+j})] \) when \( s_t \) is the vector of states and \( a_t \) is a discrete action to be chosen from the constraint set \( G_\theta(s_t) \subset A \equiv \{1, 2, \ldots, |A|\} \). The transition probabilities are given by \( p_\theta(s_{t+1}|s_t, a_t) \). The Bellman equation is given by

\[
V(x) = \sum_{x'} P(a = 1|x') f^*(x', \theta, P),
\]

where \( f^*(x; \theta, P) \) is the stationary distribution of \( x \) when the conditional choice probabilities are given by \( P \). The stationary distribution satisfies \( f^*(x; \theta, P) = P(a = 0|x - 1) f^*(x - 1, \theta, P) \) for \( x > 1 \) and \( f^*(1, \theta, P) = \sum_{x'=1} P(a = 1|x') f^*(x', \theta, P) \).

---

4The stationary distribution satisfies \( f^*(x; \theta, P) = P(a = 0|x - 1) f^*(x - 1, \theta, P) \) for \( x > 1 \) and \( f^*(1, \theta, P) = \sum_{x'=1} P(a = 1|x') f^*(x', \theta, P) \).
man equation for this dynamic optimization problem is written as \( W(s_t) = \max_{a \in G_\theta(s_t)} U_\theta(a, s_t) + \beta \int W(s_{t+1}) \rho_\theta(s_{t+1}|s_t, a) ds_{t+1} \). From the viewpoint of an econometrician, the state vector can be partitioned as \( s_t = (x_t, \xi_t) \), where \( x_t \in X \) is observable state variable and \( \xi_t \) is idiosyncratic unobservable state variable. We make the following assumptions.

**Assumption 1 (Conditional Independence of \( \xi_t \))** The transition probability function of the state variables can be written as \( \rho_\theta(s_{t+1}|s_t, a_t) = g_\theta(\xi_{t+1}|x_{t+1}) f_\theta(x_{t+1}|x_t, a_t) \).

**Assumption 2 (Finite support for \( x \))** The support of \( x \) is finite and given by \( X = \{1, \ldots, |X|\} \).

Accordingly, \( P \) and \( V \) are represented with \( L \times 1 \) vectors, where \( L = |A||X| \). It is assumed that the form of \( U_\theta, G_\theta, \) and \( f_\theta \) are known up to an unknown \( K \)-dimensional vector \( \theta \in \Theta \subset \mathbb{R}^K \). We are interested in estimating the parameter vector \( \theta \) from the sample data \( \{x_i, a_i\}_{i=1}^n \), where \( n \) is the sample size.

Define the integrated value function \( V(x) = \int W(x, \xi) g_\theta(\xi|x) d\xi, \) and let \( B_V \) be the space of \( V(x) : x \in X \). The Bellman equation can be rewritten in terms of this integrated value function as

\[
V(x) = \max_{a \in G_\theta(x, \xi)} \left\{ U_\theta(a, x, \xi) + \beta \sum_{x' \in X} V(x') f_\theta(x'|x, a) \right\} g_\theta(\xi|x) d\xi
\]  

(4)

Define the Bellman operator defined by the right-hand side of the above Bellman equation as \( [\Gamma(\theta, V)](x) = \max_{a \in G_\theta(x, \xi)} \left\{ U_\theta(a, x, \xi) + \beta \sum_{x' \in X} V(x') f_\theta(x'|x, a) \right\} g_\theta(\xi|x) d\xi' \). The Bellman equation (4) is compactly written as \( V = \Gamma(\theta, V) \).

Let \( P(a|x) \) denote the conditional choice probabilities of the action \( a \) given the state \( x \), and let \( B_P \) be the space of \( \{P(a|x) : x \in X\} \). Given the value function \( V, P(a|x) \) is expressed as

\[
P(a|x) = \int I \left\{ a = \arg \max_{j \in G_\theta(x, \xi)} v_\theta(j, x, \xi, V) \right\} g_\theta(\xi|x) d\xi
\]  

(5)

where \( v_\theta(a, x, \xi, V) = u_\theta(a, x, \xi) + \beta \sum_{x' \in X} V(x') f_\theta(x'|x, a) \) is the choice-specific value function and \( I(\cdot) \) is an indicator function. The right-hand side of the equation (5) can be viewed as a mapping from one Banach (B-) space \( B_V \) to another B-space \( B_P \). Define the mapping \( \Lambda(\theta, V) : \Theta \times B_V \rightarrow B_P \) as

\[
[\Lambda(\theta, V)](a|x) \equiv \int I \left\{ a = \arg \max_{j \in G_\theta(x, \xi)} v_\theta(j, x, \xi, V) \right\} g_\theta(\xi|x) d\xi.
\]  

(6)

Let \( \theta^0 \) and \( P^0 \) denote the true parameter value and the true conditional choice probabilities. Let \( V^0 \) denote the true integrated value function. Then, \( P^0 \) and \( V^0 \) are related as \( P^0 = \Lambda(\theta^0, V^0) \). Note that \( V_0 \) is the fixed point of \( \Gamma(\theta^0, \cdot) \) and hence \( V^0 = \Gamma(\theta^0, V^0) \).
Consider a cross-sectional data set \( \{a_i, x_i\}_{i=1}^n \) where \((a_i, x_i)\) is randomly drawn across \( i \)'s from the population. The maximum likelihood estimator (MLE) solves the following constrained maximization problem:

\[
\max_{\theta \in \Theta} n^{-1} \sum_{i=1}^n \ln \{ \Lambda(\theta, V)(a_i|x_i) \} \quad \text{subject to} \quad V = \Gamma(\theta, V). \tag{7}
\]

Computation of the MLE by the NFXP algorithm requires repeatedly solving all the fixed points of \( V = \Gamma(\theta, V) \) at each parameter value to maximize the objective function with respect to \( \theta \). If evaluating the fixed point of \( \Gamma(\theta, \cdot) \) is costly, this is computationally very demanding.

We propose a sequential algorithm, the \( q \)-NPL algorithm, to estimate \( \theta \). The \( q \)-NPL algorithm is similar to the algorithms by Aguirregabiria and Mira (2002, 2007) and Kasahara and Shimotsu (2008a, 2008b), but, unlike theirs, our algorithm is based on a fixed point mapping defined in the value function space rather than in the probability space. Since it is often difficult to construct a fixed point mapping in the probability space when unobserved state variables are not distributed according to generalized extreme value distribution and the number of choices are larger than three, our proposed method is applicable to a wider class of dynamic programming models than a class of models they consider.

Define a \( q \)-fold operator of \( \Gamma \) as

\[
\Gamma^q(\theta, V) \equiv \underbrace{\Gamma(\theta, \Gamma(\theta, \ldots \Gamma(\theta, \Gamma(\theta, V)) \ldots))}_{q \text{ times}}.
\]

Starting from an initial estimate \( \tilde{V}_0 \), the \( q \)-NPL algorithm iterates the following steps until \( j = k \):

**Step 1:** Given \( \tilde{V}_{j-1} \), update \( \theta \) by \( \tilde{\theta}_j = \arg \max_{\theta \in \Theta} n^{-1} \sum_{i=1}^n \ln \{ \Lambda(\theta, \Gamma^q(\theta, \tilde{V}_{j-1}))(a_i|x_i) \} \).

**Step 2:** Update \( \tilde{V}_{j-1} \) using the obtained estimate \( \tilde{\theta}_j \): \( \tilde{V}_j = \Gamma^q(\tilde{\theta}_j, \tilde{V}_{j-1}) \).

Evaluating the objective function for a value of \( \theta \) involves only \( q \) evaluations of the Bellman operator \( \Gamma(\theta, \cdot) \) and one evaluation of probability operator \( \Lambda(\theta, \cdot) \). The computational cost of Step 1 is roughly equivalent to that of estimating a model with \( q \) periods.

This algorithm generates a sequence of estimators \( \{\tilde{\theta}_j, \tilde{V}_j\}_{j=1}^k \). If this sequence converges, its limit satisfies the following conditions:

\[
\tilde{\theta} = \arg \max_{\theta \in \Theta} n^{-1} \sum_{i=1}^n \ln \Lambda(\theta, \Gamma^q(\tilde{\theta}, \tilde{V}))(a_i|x_i) \quad \text{and} \quad \tilde{V} = \Gamma^q(\tilde{\theta}, \tilde{V}). \tag{8}
\]

Any pair \((\tilde{\theta}, \tilde{V})\) that satisfies these two conditions in (8) is called a \( q \)-NPL fixed point. The \( q \)-NPL estimator, denoted by \((\hat{\theta}_{qNPL}, \hat{V}_{qNPL})\), is defined as the \( q \)-NPL fixed point with the highest value of the pseudo likelihood among all the \( q \)-NPL fixed points.
We state the regularity conditions for the \( q \)-NPL estimator. Let \( \nabla^{(s)} f \) denote the \( s \)th order derivative of a function \( f \) with respect to its all parameters. Let \( N \) denote a closed neighborhood of \( (\theta^0, V^0) \), and let \( N_{\theta^0} \) denote a closed neighborhood of \( \theta^0 \). Let the population counterpart of the objective function be \( Q_0(\theta, V) \equiv E \ln \Psi^q(\theta, V)(a_i|x_i) \), and let \( \hat{\theta}_0(\theta, V) \equiv \arg \max_{\theta \in \Theta} Q_0(\theta, V) \) and \( \phi_0(V) \equiv \Gamma(\hat{\theta}_0(\theta), V) \). The following assumption is a straightforward counterpart of the assumptions in Aguirregabiria and Mira (2007), henceforth simply AM07.

**Assumption 3** (a) The observations \( \{a_i, x_i : i = 1, \ldots, n\} \) are independent and identically distributed, and \( dF(x) > 0 \) for any \( x \in X \), where \( F(x) \) is the distribution function of \( x_i \). (b) \( \Psi^q(\theta, V)(a|x) > 0 \) for any \( (a, x) \in A \times X \) and any \( (\theta, V) \in \Theta \times B_V \). (c) \( \Psi^q(\theta, V) \) is twice continuously differentiable. (d) \( \Theta \) and \( B_V \) are compact. (e) There is a unique \( \theta^0 \in \text{int}(\Theta) \) such that \( P^0 = \Psi(\theta^0, V^0) \). (f) For any \( \theta \neq \theta^0 \) and \( V \) that solves \( V = \Gamma(\theta, V) \), it is the case that \( \Psi(\theta, V) \neq P^0 \). (g) \( (\theta^0, V^0) \) is an isolated population \( q \)-NPL fixed point. (h) \( \hat{\theta}_0(V) \) is a single-valued and continuous function of \( V \) in a neighborhood of \( V^0 \). (i) the operator \( \phi_0(V) - V \) has a nonsingular Jacobian matrix at \( V^0 \).

Assumptions 3(b)(c) imply that \( \max_{(a,x) \in A \times X} \sup_{(\theta,V) \in \Theta \times B_V} ||\nabla^{(2)} \ln \Psi(\theta, V)(a|x)|| < \infty \) and hence \( E \sup_{(\theta,V) \in \Theta \times B_V} ||\nabla^{(2)} \ln \Psi(\theta, V)(a_i|x_i)||^r < \infty \) for any positive integer \( r \). Assumption 3(h) corresponds to assumption (iv) in Proposition 2 of AM07. A sufficient condition for Assumption 3(h) is that \( Q_0 \) is globally concave in \( \theta \) in a neighborhood of \( V^0 \) and \( \nabla_{\theta \theta}^2 Q_0(\theta, V^0) \) is a nonsingular matrix. Define the Jacobian of \( \Lambda \) and \( \Gamma^q \) evaluated at \( (\theta^0, V^0) \) as \( \Lambda_V \equiv \nabla_V \Lambda(\theta^0, V^0) \) and \( \Gamma^q_V \equiv \nabla_V \Gamma^q(\theta^0, V^0) \), where \( \nabla_V \equiv (\partial/\partial V') \). Define analogously \( \Lambda_\theta \equiv \nabla_\theta \Lambda(\theta^0, V^0) \) and \( \Gamma^q_\theta \equiv \nabla_\theta \Gamma^q(\theta^0, V^0) \).

Under Assumption 3, the proof of Proposition 2 of AM07 carries through, and the \( q \)-NPL estimator is consistent and asymptotically normally distributed. The asymptotic variance of \( \hat{\theta}_{q,\text{NPL}} \) is given by \( \Sigma_{q,\text{NPL}} = \left[ \Omega_{\theta \theta}^q + \Omega_{\theta V}^q (I - \Gamma_{V}^{-1})^{-1} \Gamma_{\theta}^{-1} \Omega_{\theta \theta}^q + \Omega_{\theta V}^q (I - \Gamma_{V}^{-1})^{-1} \Gamma_{\theta}^{-1} \right]^{-1} \), where \( \Omega_{\theta \theta}^q \equiv E[\nabla_\theta \ln \Psi^q(\theta^0, V^0)(a_i|x_i) \nabla_\theta \ln \Psi^q(\theta^0, V^0)(a_i|x_i)] \) and \( \Omega_{\theta V}^q \equiv E[\nabla_\theta \ln \Psi^q(\theta^0, V^0)(a_i|x_i) \times \nabla_V \ln \Psi^q(\theta^0, V^0)(a_i|x_i)] \). As \( q \) increases, \( \Sigma_{q,\text{NPL}} \) approaches to that of the limiting variance of the MLE.\(^5\)

We now analyze the conditions under which the \( q \)-NPL algorithm achieves convergence when started from an initial consistent estimate of \( V^0 \), and derive its convergence rate. For matrix and nonnegative scalar sequences of random variables \( \{X_n, n \geq 1\} \) and \( \{Y_n, n \geq 1\} \), respectively, we write \( X_n = O_p(Y_n)(o_p(Y_n)) \) if \( ||X_n|| \leq CY_n \) for some (all) \( C > 0 \) with probability arbitrarily close to one for sufficiently large \( n \).

**Assumption 4** Assumption 3 holds. Further, \( \hat{V}_0 - V^0 = o_p(1) \), \( \Lambda(\theta, V) \) and \( \Gamma(\theta, V) \) are three times continuously differentiable, and \( \Omega_{\theta \theta}^q \) is nonsingular.

---

\(^5\)The variance of the MLE is given by \( (\Omega_{\theta \theta}^{\text{MLE}})^{-1} \). We may show that \( \Sigma_{q,\text{NPL}} \to (\Omega_{\theta \theta}^{\text{MLE}})^{-1} \) as \( q \to \infty \) because \( \Gamma_{V} \to 0 \) as \( q \to \infty \).
Define $f_x(x^*) \equiv \Pr(x = x^*)$ for $s = 1, \ldots, |X|$, and let $f_x$ be an $L \times 1$ vector of $\Pr(x = x^*)$ whose elements are arranged conformably with $P_{\theta^0}(a^j|x^*)$. Let $\Delta_{P} \equiv \text{diag}(P^0)^{-1}\text{diag}(f_x)$. The following lemma states the local convergence rate of the $q$-NPL algorithm and is one of the main results of this paper.

**Lemma 1** Suppose Assumption 4 holds. Then, for $j = 1, \ldots, k$,

\[
\hat{\theta}_j - \hat{\theta}_{qNPL} = O_p(||\tilde{V}_{j-1} - \tilde{V}_{qNPL}||),
\]

\[
\tilde{V}_j - \tilde{V}_{qNPL} = M^q\Gamma^q_V(\tilde{V}_{j-1} - \tilde{V}_{qNPL}) + O_p(n^{-1/2}||\tilde{V}_{j-1} - \tilde{V}_{qNPL}|| + ||\tilde{V}_{j-1} - \tilde{V}_{qNPL}||^2),
\]

where $M^q \equiv I - \Gamma^q_\theta((\Lambda_V \Gamma^q_\theta + \Lambda_\eta)'\Delta_{P}(\Lambda_V \Gamma^q_\theta + \Lambda_\eta))^{-1}(\Lambda_V \Gamma^q_\theta + \Lambda_\eta)'\Delta_{P}\Lambda_V$.

The convergence property of the $q$-NPL algorithm depends on the dominant eigenvalue of $M^q\Gamma^q_V$. By Blackwell’s sufficient conditions, the Bellman operator $\Gamma$ is a contraction with modulus $\beta$, implying that the dominant eigenvalue of $\Gamma^q_V$ is at most $\beta^q$. For sufficiently large $q$, therefore, the dominant eigenvalue of $M^q\Gamma^q_V$ is less than one in modulus and the sequence of estimators $\{\hat{\theta}_j, \tilde{V}_j\}$ converge.

It is possible to reduce the computational burden of implementing the $q$-NPL algorithm by replacing $\Lambda(\theta, \Gamma^q(\theta, V))$ with its linear approximation around $(\eta, V)$, where $\eta$ is a preliminary estimate of $\theta$. Define $\Psi^q(\theta, V) \equiv \Lambda(\theta, \Gamma^q(\theta, V))$ and let $\Psi^q(\theta, V, \eta)$ be a linear approximation of $\Psi^q(\theta, V)$ around $(\eta, V)$:

\[
[\Psi^q(\theta, V, \eta)](a|x) \equiv [\Psi^q(\eta, V)](a|x) + \{[\nabla_\theta \Psi^q(\eta, V)](a|x)\}(\theta - \eta).
\]  

(9)

We propose the approximate $q$-NPL algorithm by replacing $\Psi^q(\theta, V)$ with $\Psi^q(\theta, V, \eta)$ in the first step. Starting from an initial estimate $(\hat{\theta}_0, \tilde{V}_0)$, the approximate $q$-NPL algorithm iterates the following steps until $j = k$:

**Step 1:** Given $(\hat{\theta}_{j-1}, \tilde{V}_{j-1})$, update $\theta$ by $\hat{\theta}_j = \arg \max_{\theta \in \Theta^q_j} n^{-1} \sum_{i=1}^n \ln \left\{ \left[ \Psi^q(\hat{\theta}_j, \tilde{V}_{j-1}, \tilde{V}_{j-1}) \right] (a_i|x_i) \right\}$,

where $\Theta^q_j \equiv \{ \theta \in \Theta : \Psi^q(\theta, \tilde{V}_{j-1}, \tilde{V}_{j-1})(a|x) \in [c, 1 - c] \text{ for all } (a, x) \in A \times X \}$ for an arbitrary small $c > 0$.

**Step 2:** Update $\tilde{V}_{j-1}$ using the obtained estimate $\hat{\theta}_j$: $\tilde{V}_j = \Gamma^q(\hat{\theta}_j, \tilde{V}_{j-1})$.

Implementing Step 1 in the approximate $q$-NPL algorithm is much less computationally intensive than the original $q$-NPL algorithm because we may evaluate $\Psi^q(\hat{\theta}_{j-1}, \tilde{V}_{j-1})$ and $\nabla_\theta \Psi^q(\hat{\theta}_{j-1}, \tilde{V}_{j-1})$ outside of the optimization routine for $\theta$ in Step 1. Using one-sided numerical derivatives, evaluating $\nabla_\theta \Psi^q(\hat{\theta}_{j-1}, \tilde{V}_{j-1})$ requires the $(K + 1)q$ function evaluations of $\Lambda(\theta, V)$ and the $(K + 1)$ function evaluations of $\Lambda(\theta, V)$. Once $\Psi^q(\hat{\theta}_{j-1}, \tilde{V}_{j-1})$ and $\nabla_\theta \Psi^q(\hat{\theta}_{j-1}, \tilde{V}_{j-1})$ are computed, evaluating $\Psi^q(\theta, \tilde{V}_{j-1}, \tilde{V}_{j-1})$ across different values of $\theta$ is computationally easy.
The following proposition establishes that the first-order convergence property of the approximate \( q \)-NPL algorithm is the same as that of the original \( q \)-NPL algorithm.

**Assumption 5**  
(a) Assumption 4 holds.  
(b) For any \( \nu \in \mathbb{R}^K \) such that \( \nu \neq 0 \), \( \nabla_{\theta} \Psi^q(\theta^0, V^0)(a|x_i)\nu \neq 0 \) with positive probability.  
(c) \( \hat{\theta}_0 - \theta^0 = o_p(1) \).

**Proposition 1**  
Suppose Assumption 5 holds. Suppose we obtain \( \{\hat{\theta}_j, \hat{V}_j\}_{j=1}^k \) by the approximate \( q \)-NPL algorithm. Then, for \( j = 1, \ldots, k \),

\[
\begin{align*}
\hat{\theta}_j - \hat{\theta}_{qNPL} &= O_p(||\hat{V}_{j-1} - \hat{V}_{qNPL}||) + O_p(n^{-1/2}||\hat{\theta}_{j-1} - \hat{\theta}_{qNPL}|| + ||\hat{\theta}_{j-1} - \hat{\theta}_{qNPL}||^2), \\
\hat{V}_j - \hat{V}_{qNPL} &= M^q\Gamma^q_{\hat{\theta}} (\hat{V}_{j-1} - \hat{V}_{qNPL}) + O_p(n^{-1/2}||\hat{\theta}_{j-1} - \hat{\theta}_{qNPL}|| + ||\hat{\theta}_{j-1} - \hat{\theta}_{qNPL}||^2) \\
&+ O_p(n^{-1/2}||\hat{V}_{j-1} - \hat{V}_{qNPL}|| + ||\hat{V}_{j-1} - \hat{V}_{qNPL}||^2),
\end{align*}
\]

where \( M^q \equiv I - \Gamma^q_{\hat{\theta}}(\Lambda_{V}\Gamma^q_{\hat{\theta}} + \Lambda_\theta)'\Delta_\theta(\Lambda_{V}\Gamma^q_{\hat{\theta}} + \Lambda_\theta))^{-1}(\Lambda_{V}\Gamma^q_{\hat{\theta}} + \Lambda_\theta)'\Delta_\theta \Lambda_{V} \).

Assumption 5(b) is an identification condition for the probability limit of our objective function. It is required because we use an approximation of \( \Psi^q(\theta, V)(a|x) \) in the objective function.

### 3.2 The model with permanent unobserved heterogeneity

Suppose that there are \( M \) types of agents, where type \( m \) is characterized by a type-specific parameter \( \theta^m \), and the population probability of being type \( m \) is \( \pi^m \) with \( \sum_{m=1}^M \pi^m = 1 \). These types capture time-invariant state variables that are unobserved by the researcher. With a slight abuse of notation, denote \( \theta = (\theta^1, \ldots, \theta^M)' \in \Theta^M \) and \( \pi = (\pi^1, \ldots, \pi^M)' \in \Theta^\pi \). Then, \( \zeta = (\theta', \pi')' \) is the parameter to be estimated, and let \( \Theta_\zeta = \Theta^M \times \Theta^\pi \) denote the set of possible values of \( \zeta \). The true parameter is denoted by \( \zeta^0 \).

Consider a panel data set \( \{\{a_{it}, x_{it}, x_{i,t+1}\}_{t=1}^T\}_{i=1}^n \) such that \( w_i = \{a_{it}, x_{it}, x_{i,t+1}\}_{t=1}^T \in W \equiv (A \times X \times X)^T \) is randomly drawn across \( i \)'s from the population. The conditional probability distribution of \( a_{it} \) given \( x_{it} \) for a type \( m \) agent is given by \( P_{\theta^m} = \Lambda(\theta^m, V_{\theta^m}) \), where \( V_{\theta^m} \) is a fixed point \( V_{\theta^m} = \Gamma(\theta^m, V_{\theta^m}) \). To simplify our analysis, we assume that the transition probability function of \( x_{it} \) is independent of types and given by \( f_x(x_{i,t+1}|a_{it}, x_{it}) \) and is known to the researcher. An extension to the case where the transition probability function is also type-dependent is straightforward.

In this framework, the initial state \( x_{i1} \) is correlated with unobserved type (i.e., the initial conditions problem of Heckman (1981)). We assume that \( x_{i1} \) for type \( m \) is randomly drawn from the type \( m \) stationary distribution characterized by a fixed point of the following equation:

\[
p^*(x) = \sum_{x' \in X} p^*(x') (\sum_{a' \in A} P_{\theta^m}(a'|x') f_x(x'|a', x')) \equiv [T(p^*, P_{\theta^m})](x).
\]

Since solving the fixed point of \( T(\cdot, P) \) for given \( P \) is often less computationally intensive than computing the fixed
point of \( \Psi(\cdot, \theta) \), we assume the full solution of the fixed point of \( T(\cdot, P) \) is available given \( P \). Let \( P^m \) and \( V^m \) denote type \( m \)'s conditional choice probabilities and type \( m \)'s value function, stack the \( P^m \)'s and the \( V^m \)'s as \( P = (P^1, \ldots, P^M)' \) and \( V = (V^1, \ldots, V^M)' \), respectively. Let \( P^0 \) and \( V^0 \) denote their true values. Let \( \Gamma(\theta, V) = (\Gamma(\theta^1, V^1)', \ldots, \Gamma(\theta^M, V^M)')' \) and let \( \Lambda(\theta, V) = (\Lambda(\theta^1, V^1)', \ldots, \Lambda(\theta^M, V^M)')' \). Then, the maximum likelihood estimator for a model with unobserved heterogeneity is:

\[
\hat{\zeta}_{MLE} = \arg\max_{\zeta \in \Theta_\zeta} \ln \left( L(\pi, \Lambda(\theta, V)) \right) \text{ s.t. } P = \Lambda(\theta, V), \quad V = \Gamma(\theta, V)
\]

where

\[
L(\pi, \Lambda(\theta, V))(w_i) = \sum_{m=1}^{M} \pi^m p^m(w) \prod_{t=1}^{T} P^m(a_{it}|x_{it}) f(x_{i,t+1}|a_{it}, x_{it}),
\]

and \( p^m = T(p^m, P^m) \) is the type \( m \) stationary distribution of \( x \) when the conditional choice probability is \( P^m \). If \( P^0 = \Lambda(\theta^0, V^0) \) is the true conditional choice probability distribution and \( \pi^0 \) is the true mixing distribution, then \( L^0 = L(\pi^0, P^0) \) represents the true probability distribution of \( w \).

We consider the following sequential algorithm for models with unobserved heterogeneity. Let \( \Gamma^q(\theta, V) = (\Gamma^q(\theta^1, V^1)', \ldots, \Gamma^q(\theta^M, V^M)')' \). Define \( \Psi^q(\theta^m, V^m) = \Lambda(\theta^m, \Gamma^q(\theta^m, V^m)) \) for \( m = 1, \ldots, M \) and let \( \Psi^q(\theta, V) = (\Psi^q(\theta^1, V^1)', \ldots, \Psi^q(\theta^M, V^M)')' \). Assume that an initial consistent estimator \( \hat{\zeta}_0 = (\hat{\zeta}_0^1, \ldots, \hat{\zeta}_0^M)' \) is available. For \( j = 1, 2, \ldots \), iterate

**Step 1:** Given \( \hat{\zeta}_{j-1} = (\hat{\zeta}_{j-1}^1, \ldots, \hat{\zeta}_{j-1}^M)' \), update \( \zeta = (\theta^j, \pi^j)' \) by

\[
\tilde{\zeta}_j = \arg\max_{\zeta \in \Theta_\zeta} n^{-1} \sum_{i=1}^{n} \ln \left( L(\pi, \Psi^q(\theta, \hat{\zeta}_{j-1}))(w_i) \right).
\]

**Step 2:** Update \( V \) using the obtained estimate \( \hat{\theta}_j \) by \( \hat{\zeta}_j = \Gamma^q(\hat{\theta}_j, \hat{\zeta}_{j-1}) \) for \( m = 1, \ldots, M \), until \( j = k \). If iterations converge, its limit satisfies \( \tilde{\zeta} = \arg\max_{\zeta \in \Theta_\zeta} n^{-1} \sum_{i=1}^{n} \ln(\left( L(\pi, \Psi^q(\hat{\theta}, \hat{\zeta}))(w_i) \right)) \) and \( \hat{\zeta} = \Gamma^q(\hat{\theta}, \hat{\zeta}) \). Among the pairs that satisfy these two conditions, the one that maximizes the pseudo likelihood is called the \( q \)-NPL estimator, which we denote by \( (\hat{\zeta}_{qNPL}, \hat{\zeta}_{qNPL}) \).

Let us introduce the assumptions for the consistency and asymptotic normality of the \( q \)-NPL estimator. They are analogous to the assumptions used in Aguirregabiria and Mira (2007). define \( Q_0(\zeta, V) \equiv E \ln \left( L(\pi, \Psi^q(\theta, V))(w_i) \right), \quad \tilde{\zeta}_0(V) \equiv \arg\max_{\zeta \in \Theta_\zeta} Q_0(\theta, V), \quad \phi_0(V) \equiv \ldots \)

\footnote{It is possible to relax the stationarity assumption on the initial states by estimating the type-specific initial distributions of \( x \), denoted by \( \{p^m \}_{m=1}^M \), without imposing stationarity restriction in Step 1 of the \( q \)-NPL algorithm. In this case, the \( q \)-NPL algorithm has the convergence rate similar to that of Proposition 2.}
\( \Gamma^q(\hat{\theta}_0(V), V) \). Define the set of population \( q \)-NPL fixed points as \( \mathcal{Y}_0 \equiv \{ (\theta, V) \in \Theta \times B^M_V : \zeta = \hat{\zeta}_0(V) \text{ and } V = \phi_0(V) \} \).

**Assumption 6** (a) \( w_i = \{(a_{it}, x_{it}, x_{i,t+1}) : t = 1, \ldots, T \} \) for \( i = 1, \ldots, n \), are independently and identically distributed, and \( dF(x) > 0 \) for any \( x \in X \), where \( F(x) \) is the distribution function of \( x_i \). (b) \( L(\pi, \mathbf{P})|w) > 0 \) for any \( w \) and for any \( (\pi, \mathbf{P}) \in \Theta \times B^M_P \). (c) \( \Lambda(\theta, V) \) and \( \Gamma(\theta, V) \) are twice continuously differentiable. (d) \( \Theta_\zeta \) and \( B^M_P \) are compact. (e) There is a unique \( \zeta^0 \in \text{int}(\Theta_\zeta) \) such that \( [L(\pi^0, \mathbf{P}^0)]|w) = [L(\pi^0, \Psi(\theta^0, V^0))]|w) \). (f) For any \( \zeta \neq \zeta^0 \) and \( V \) that solves \( V = \Gamma(\theta, V) \), it is the case that \( \text{Pr}(\{ w : [L(\pi, \Psi(\theta, V))]|w) \neq L^0(w) \}) > 0 \). (g) \( (\zeta^0, V^0) \) is an isolated population \( q \)-NPL fixed point. (h) \( \hat{\zeta}_0(V) \) is a single-valued and continuous function of \( V \) in a neighborhood of \( V^0 \). (i) the operator \( \phi_0(V) - V \) has a nonsingular Jacobian matrix at \( V^0 \). (j) For any \( P \in B_P \), there exists a unique fixed point for \( T(\cdot, P) \).

Under Assumption 6, the consistency and asymptotic normality of the \( q \)-NPL estimator can be shown by following the proof of Proposition 2 of Aguirregabiria and Mira (2007).

We now establish the convergence property of the \( q \)-NPL algorithm for models with unobserved heterogeneity.

**Assumption 7** Assumption 6 holds. Further, \( \hat{V}_0 - V^0 = o_p(1) \), \( \Lambda(\theta, V) \) and \( \Gamma(\theta, V) \) are three times continuously differentiable, and \( \Omega^q_{\zeta, \zeta} \) is nonsingular.

Assumption 7 requires an initial consistent estimator of the value functions. As Aguirregabiria and Mira (2007) argue, if the \( q \)-NPL algorithm converges, then the limit may provide a consistent estimate of the parameter \( \zeta \) even when \( \hat{V}_0 \) is not consistent.

The following proposition states the convergence properties of the \( q \)-NPL algorithm for models with unobserved heterogeneity.

**Proposition 2** Suppose Assumption 7 holds. Then, for \( j = 1, \ldots, k \),

\[
\tilde{\zeta}_j - \tilde{\zeta}_{q\text{NPL}} = O_p(||\tilde{V}_{j-1} - \tilde{V}_{q\text{NPL}}||),
\]

\[
\tilde{V}_j - \tilde{V}_{q\text{NPL}} = M^q \Gamma^q_V(\tilde{V}_{j-1} - \tilde{V}_{q\text{NPL}}) + O_p(n^{-1/2}||\tilde{V}_{j-1} - \tilde{V}_{q\text{NPL}}||) + O_p(||\tilde{V}_{j-1} - \tilde{V}_{q\text{NPL}}||^2).
\]

where \( M^q \equiv I - \Gamma^q_{\theta} \Lambda(\theta, V) \Lambda(\theta, V) / L_P \Delta^1 L_P \Delta^1 L_P \Lambda(\theta, V) \Lambda(\theta, V) \) with \( D = (\Psi^q_{\theta} L_P \Delta^1 L_P \Delta^1 L_P \Psi^q_{\theta})^{-1}, \)

\[
L_P = \Delta^1 L_P L_P, \text{ and } \Psi^q_{\theta} = \Lambda(\theta, V) \Lambda(\theta, V) \Lambda(\theta, V) \Lambda(\theta, V) \Lambda(\theta, V) \Lambda(\theta, V). \]

Since \( \Gamma^q_V \to 0 \) as \( q \to \infty \), the algorithm is converging for sufficiently large \( q \).

To reduce the computational cost of implementing the \( q \)-NPL algorithm, we may apply the approximate \( q \)-NPL algorithm to models with unobserved heterogeneity by replacing \( \Psi^q(\theta, V) \) with \( \Psi^q(\theta, V, \eta) \) in the first step. Let \( \eta = (\eta^1, \ldots, \eta^M)' \) be a preliminary estimate of \( \theta =... \)
Step 1: Given \( \tilde{\theta}^1, \ldots, \tilde{\theta}^M \)' are available. The approximate \( q \)-NPL algorithm iterates the following steps until \( j = k \):

**Step 2:** Given \( (\tilde{\theta}^j, \tilde{V}^j_{j-1}) \), update \( V \) by

\[
\tilde{V}^j = \Gamma^q(\tilde{\theta}^j, \tilde{V}^j_{j-1}) 
\]

for \( m = 1,\ldots,M \).

The following proposition establishes that the dominant term for the convergence rate of the approximate \( q \)-NPL algorithm is the same as that of the \( q \)-NPL algorithm for models with unobserved heterogeneity.

**Assumption 8** (a) Assumptions 6-7 hold. (b) For any \( \nu \in \mathbb{R}^K \) such that \( \nu \neq 0 \), \( \nabla_{\theta} \Psi^q(\theta^0, V^0) (a_i|x_i) \nu \neq 0 \) with positive probability. (c) \( \tilde{\theta}_0 - \theta_0 = o_p(1) \).

**Proposition 3** Suppose Assumption 8 hold. Suppose we obtain \( \{ \tilde{\zeta}_j^NPL, \tilde{V}_j^NPL \} \) by the approximate \( q \)-NPL algorithm. Then, for \( j = 1,\ldots,k \),

\[
\begin{align*}
\tilde{\zeta}_j - \tilde{\zeta}^NPL &= O_p(||\tilde{V}_{j-1} - \tilde{V}^NPL||) + O_p(n^{-1/2} ||\tilde{\zeta}_{j-1} - \tilde{\zeta}|| + ||\hat{\zeta}_{j-1} - \hat{\zeta}||^2), \\
\tilde{V}_j - \tilde{V}^NPL &= M^q \tilde{V}^q(\tilde{V}_{j-1} - \tilde{V}^NPL) + O_p(n^{-1/2} ||\tilde{\zeta}_{j-1} - \hat{\zeta}|| + ||\tilde{\zeta}_{j-1} - \hat{\zeta}||^2) \\
&+ O_p(n^{-1/2} ||\tilde{V}_{j-1} - \tilde{V}^NPL|| + ||\tilde{V}_{j-1} - \tilde{V}^NPL||^2).
\end{align*}
\]

where \( M^q \) is defined in Proposition 2.

## 4 Dynamic Programming Model with an Equilibrium Constraint

In many dynamic game models and dynamic macroeconomic models, their equilibrium condition is characterized by the solution to the following dual fixed point problems: (i) given the equilibrium probability distribution \( P \in B_P \), an agent solves the dynamic programming problem \( V = \Gamma(\theta, V, P) \), and (ii) given the solution to the agent’s dynamic programing problem \( V \), the probability distribution \( P \) satisfies the equilibrium constraint \( P = \Lambda(\theta, V, P) \). For instance, in a dynamic game model, \( P \) corresponds to the equilibrium strategy and \( \Lambda \) is the best reply mapping. Each player solves the dynamic programming problem given the other players’ strategy, \( V = \Gamma(\theta, V, P) \), while the equilibrium strategy is a fixed point of the best reply mapping, \( P = \Lambda(\theta, V, P) \).

In the following, we extend our sequential estimation algorithm to dynamic programming models with such an equilibrium constraint. We also provide examples of dynamic games and dynamic macro models.
4.1 The Basic Model with an Equilibrium Constraint

As before, an agent maximizes the expected discounted sum of utilities but her utility, the constraint set, and the transition probabilities depend on the equilibrium probability distribution. Importantly, when the agent makes her decision, she treats the equilibrium probability distribution as exogenous: in the dynamic macro model, there are a large number of ex ante identical agents so that each agent’s effect on the equilibrium probability distribution is infinitesimal while, in dynamic games, each player treats the other players’ strategy as given. Denote the dependence of the equilibrium choice probabilities \( P \) on utility function, constraint set, and transition probabilities by the superscript \( P \) as \( U^P(a, x, \xi), G^P(x, \xi), \) and \( f^P(x' | x, a) \). Then, the Bellman equation and the conditional choice probabilities for the agent dynamic optimization problem are written, respectively, as:

\[
V(x) = \int \max_{a \in G^P(x, \xi)} \left\{ U^P(a, x, \xi) + \beta \sum_{x'} V(x') f^P(x' | x, a) \right\} g(\xi | x) d\xi \equiv \Gamma(\theta, V, P)(x),
\]

and

\[
P(a | x) = \int \mathbb{I} \left\{ a = \arg \max_{j \in G^P(x, \xi)} v^P(j, x, \xi, V, P) \right\} g^P(\xi, \epsilon) d\xi \equiv \Lambda(\theta, V, P)(a | x),
\]

where \( v^P(a, x, \xi, V, P) = U^P(a, x, \xi) + \beta \sum_{x'} V(x') f^P(x' | x, a) \) is the choice-specific value function and \( \mathbb{I}(\cdot) \) is an indicator function.

Consider a cross-sectional data set \( \{a_i, x_i\}_{i=1}^n \) where \( (a_i, x_i) \) is randomly drawn across \( i \)'s from the population. The maximum likelihood estimator (MLE) solves the following constrained maximization problem:

\[
\max_{\theta \in \Theta} \frac{1}{n} \sum_{i=1}^n \ln \{ P(a_i | x_i) \} \quad \text{subject to} \quad P = \Lambda(\theta, V, P), \quad V = \Gamma(\theta, V, P). \quad (11)
\]

Computation of the MLE by the NFXP algorithm requires repeatedly solving all the fixed points of \( P = \Lambda(\theta, V, P) \) and \( V = \Gamma(\theta, V, P) \) at each parameter value to maximize the objective function with respect to \( \theta \). If evaluating the fixed point of \( V = \Gamma(\theta, V, P) \) and \( P = \Lambda(\theta, V, P) \) is costly, then the MLE is computationally very demanding.

Define \( \Psi^q(\theta, V, P) \equiv \Lambda^q(\theta, \Gamma^q(\theta, V, P), P) \), where \( \Lambda^q(\theta, V, \cdot) \) is a \( q \)-fold operator of \( \Lambda \) defined as

\[
\Lambda^q(\theta, V, P) \equiv \underbrace{\Lambda(\theta, V, \Lambda(\theta, V, \ldots \Lambda(\theta, V, \Lambda(\theta, V, P)) \ldots))}_{q \text{ times}}.
\]

Let \( Q_0(\theta, V, P) \equiv E \ln \Psi^q(\theta, V, P)(a_i | x_i) \), \( \bar{\theta}_0(\theta, V, P) \equiv \arg \max_{\theta \in \Theta} Q_0(\theta, V, P) \), and \( \phi_0(\theta, V, P) \equiv [\Gamma^q(\bar{\theta}_0(\theta, V, P), V, P), \Psi^q(\bar{\theta}_0(\theta, V, P), V, P)]. \)
Assumption 9  (a) The observations \( \{a_i, x_i : i = 1, \ldots, n\} \) are independent and identically distributed, and \( dF(x) > 0 \) for any \( x \in X \), where \( F(x) \) is the distribution function of \( x_i \).  (b) \( \Psi^q(\theta, V, P)(a|x) > 0 \) for any \((a, x) \in A \times X \) and any \((\theta, V, P) \in \Theta \times \mathcal{B}_V \times \mathcal{B}_P \).  (c) \( \Psi^q(\theta, V, P) \) is twice continuously differentiable.  (d) \( \Theta, \mathcal{B}_V, \) and \( \mathcal{B}_P \) are compact.  (e) There is a unique \( \theta^0 \in \text{int}(\Theta) \) such that \( P^{0} = \Psi(\theta^0, V^0, P^0) \).  (f) For any \( \theta \neq \theta^0, (V, P) \) that solves \( V = \Gamma(\theta, V, P) \) and \( P = \Lambda(\theta, V, P) \), it is the case that \( \Psi(\theta, V, P) \neq P^0 \).  (g) \( \theta^0, V^0, P^0 \) is an isolated population \( q \)-NPL fixed point.  (h) \( \tilde{\theta}_0(V, P) \) is a single-valued and continuous function of \( V \) and \( P \) in a neighborhood of \((V^0, P^0)\).  (i) the operator \( \phi_0(V, P) - (V, P) \) have a nonsingular Jacobian matrix at \((V^0, P^0)\).

Based on the mapping \( \Psi^q(\theta, V, P) \), we propose the following computationally attractive algorithm that does not require repeatedly solving the fixed points of the Bellman operator \( \Gamma \) and the equilibrium mapping \( \Lambda \). Starting from an initial estimator \( \tilde{V}^0 \) and \( \tilde{P}^0 \), iterate the following steps until \( j = k \):

**Step 1:** Given \( \tilde{V}^{j-1} \) and \( \tilde{P}^{j-1} \), update \( \theta \) by \( \tilde{\theta}_j = \arg \max_{\theta \in \Theta} n^{-1} \sum_{i=1}^{n} \ln \left\{ \left[ \Psi^q(\theta, \tilde{V}_{j-1}, \tilde{P}_{j-1}) \right] (a_i|x_i) \right\} \).

**Step 2:** Update \( \tilde{V}_{j-1} \) and \( \tilde{P}_{j-1} \) using the obtained estimate \( \tilde{\theta}_j \): \( \tilde{P}_j = \Psi^q(\tilde{\theta}_j, \tilde{V}_{j-1}, \tilde{P}_{j-1}) \) and \( \tilde{V}_j = \Gamma(\tilde{\theta}_j, \tilde{V}_{j-1}, \tilde{P}_{j-1}) \).

If the sequence of estimators \( \{\tilde{\theta}_j, \tilde{V}_j, \tilde{P}_j\} \) converges, its limit satisfies the conditions:

\[
\tilde{\theta} = \arg \max_{\theta \in \Theta} n^{-1} \sum_{i=1}^{n} \ln \left[ \Psi^q(\theta, \tilde{V}, \tilde{P}) \right] (a_i|x_i), \quad \tilde{P} = \Lambda(\tilde{\theta}, \tilde{V}, \tilde{P}), \quad \tilde{V} = \Gamma(\tilde{\theta}, \tilde{V}, \tilde{P}).
\]

Any triplet \((\tilde{\theta}, \tilde{V}, \tilde{P})\) that satisfies the above three conditions is called an \( q \)-NPL fixed point. The \( q \)-NPL estimator, denoted by \((\tilde{\theta}_{qNPL}, \tilde{V}_{qNPL}, \tilde{P}_{qNPL})\), is defined as the \( q \)-NPL fixed point with the highest value of the pseudo likelihood among all the \( q \)-NPL fixed points.

Define \( \Omega_{\theta \theta}^q = E[\nabla_{\theta} \ln \Psi^q(\theta^0, V^0, P^0)(a_i|x_i) \nabla_{\theta'} \ln \Psi^q(\theta', V^0, P^0)(a_i|x_i)] \), \( \Omega_{\theta V}^q = E[\nabla_{\theta} \ln \Psi^q(\theta^0, V^0, P^0)(a_i|x_i) \nabla_{V} \ln \Psi^q(\theta^0, V^0, P^0)(a_i|x_i)] \), and \( \Omega_{\theta P}^q = E[\nabla_{\theta} \ln \Psi^q(\theta^0, V^0, P^0)(a_i|x_i) \nabla_{P} \ln \Psi^q(\theta^0, V^0, P^0)(a_i|x_i)] \).

Then, the \( q \)-NPL estimator \((\tilde{\theta}_{qNPL}, \tilde{V}_{qNPL}, \tilde{P}_{qNPL})\) is consistent (See AM07 for details) and its asymptotic distribution is given by: \( \sqrt{n}(\tilde{\theta}_{qNPL} - \theta^0) \rightarrow_d N(0, \tilde{\Sigma}_{qNPL}) \), where \( \tilde{\Sigma}_{qNPL} = (\Omega_{\theta \theta}^q + S^q)^{-1} \Omega_{\theta \theta}^q \left( [\Omega_{\theta V}^q + S^q]^{-1} \right)' \) with

\[
S^q = (\Omega_{\theta V}^q \Omega_{\theta P}^q) \begin{pmatrix} I - \Gamma_{V}^q & -\Gamma_{P}^q \\ -\Psi_{V}^q & I - \Psi_{P}^q \end{pmatrix}^{-1} \begin{pmatrix} \Gamma_{\theta}^q \\ \Psi_{\theta}^q \end{pmatrix}.
\]

As the value of \( q \) increases, the variance \( \tilde{\Sigma}_{qNPL} \) approaches the variance of the MLE when the dominant eigenvalue of \( \Psi_P \) is inside the unit circle. Since the computational cost increases with \( q \), there is a trade off in the choice of \( q \) between the computational cost and the efficiency of the \( q \)-NPL estimator.
The following proposition states the local convergence property of the q-NPL algorithm.

**Assumption 10** Assumption 9 holds. Further, \( V_0 - V^0 = o_p(1) \), \( P_0 - P^0 = o_p(1) \), \( \Lambda(\theta, V, P) \) and \( \Gamma(\theta, V, P) \) are three times continuously differentiable, and \( \Omega_{\theta\theta}^q \) is nonsingular.

**Proposition 4** Suppose Assumption 10 holds. Then, for \( j = 1, ..., k \),

\[
\tilde{\theta}_j - \hat{\theta}_{q,NPL} = O_p(||\tilde{V}_j - \tilde{V}_{q,NPL}||) + O_p(||\tilde{P}_j - \tilde{P}_{q,NPL}||)
\]

\[
\begin{pmatrix}
\tilde{V}_j - \tilde{V}_{q,NPL} \\
\tilde{P}_j - \tilde{P}_{q,NPL}
\end{pmatrix}
= \begin{pmatrix}
\Gamma^q_V - \Gamma^q_\theta(\Omega_{\theta\theta}^q)^{-1}\Omega_{\theta V}^q & \Gamma^q_P - \Gamma^q_\theta(\Omega_{\theta\theta}^q)^{-1}\Omega_{\theta P}^q \\
\Psi^q_V - \Psi^q_\theta(\Omega_{\theta\theta}^q)^{-1}\Omega_{\theta V}^q & \Psi^q_P - \Psi^q_\theta(\Omega_{\theta\theta}^q)^{-1}\Omega_{\theta P}^q
\end{pmatrix}
\begin{pmatrix}
\tilde{V}_{j-1} - \tilde{V}_{q,NPL} \\
\tilde{P}_{j-1} - \tilde{P}_{q,NPL}
\end{pmatrix}
+ R_{n,j},
\]

where \( R_{n,j} = O_p(n^{-1/2}||\tilde{V}_{j-1} - \tilde{V}_{q,NPL}|| + ||\tilde{V}_{j-1} - \tilde{V}_{q,NPL}||^2) + O_p(n^{-1/2}||\tilde{P}_{j-1} - \tilde{P}_{q,NPL}|| + ||\tilde{P}_{j-1} - \tilde{P}_{q,NPL}||^2) \).

As \( q \to \infty \), both \( \Gamma^q_V - \Gamma^q_\theta(\Omega_{\theta\theta}^q)^{-1}\Omega_{\theta V}^q \) and \( \Psi^q_V - \Psi^q_\theta(\Omega_{\theta\theta}^q)^{-1}\Omega_{\theta V}^q \) approach zero. Thus, for sufficiently large \( q \), the convergence property of the q-NPL algorithm is determined by the dominant eigenvalue of \( \Psi^q_P - \Psi^q_\theta(\Omega_{\theta\theta}^q)^{-1}\Omega_{\theta P}^q = M^q\Psi^q_P \), where \( M^q = I - \Psi^q_\theta(\Omega_{\theta\theta}^q)^{-1}\Omega_{\theta P}^q \Delta_P \) is a projection matrix.

As before, we may reduce the computational burden of implementing the q-NPL algorithm by replacing \( \Psi^q(\theta, V, P) \) with its linear approximation around \( (\eta, V, P) \), where \( \eta \) is a preliminary estimate of \( \theta \). Let

\[
\Psi^q(\theta, V, P, \eta)(a|x) \equiv [\Psi^q(\eta, V, P)](a|x) + \{[\nabla_\theta^0 \Psi^q(\eta, V, P)](a|x)\}(\theta - \eta).
\]

Starting from an initial estimate \( (\tilde{\theta}_0, \tilde{V}_0, \tilde{P}_0) \), the approximate q-NPL algorithm iterates the following steps until \( j = k \):

**Step 1:** Given \( (\tilde{\theta}_{j-1}, \tilde{V}_{j-1}, \tilde{P}_{j-1}) \), update \( \theta \) by \( \tilde{\theta}_j = \arg\max_{\tilde{\theta} \in \tilde{V}_j} n^{-1} \sum_{i=1}^{n} \ln \left\{ \Psi^q(\tilde{\theta}, \tilde{V}_{j-1}, \tilde{P}_{j-1}, \tilde{\theta}_{j-1}) \right\} (a_i|x_i) \),

where \( \Theta^q \equiv \{ \theta \in \Theta : \Psi^q(\theta, \tilde{V}_{j-1}, \tilde{P}_{j-1}, \tilde{\theta}_{j-1})(a|x) \in [c, 1 - c] \} \) for all \( (a, x) \in A \times X \) for an arbitrary small \( c > 0 \).

**Step 2:** Update \( \tilde{V}_{j-1} \) and \( \tilde{P}_{j-1} \) using the obtained estimate \( \tilde{\theta}_j \):

\[
\tilde{P}_j = \Psi^q(\tilde{\theta}_j, \tilde{V}_{j-1}, \tilde{P}_{j-1}) \quad \text{and} \quad \tilde{V}_j = \Gamma^q(\tilde{\theta}_j, \tilde{V}_{j-1}, \tilde{P}_{j-1}).
\]

The repeated evaluations of the objective function in Step 1 across different values of \( \theta \) is easy because we evaluate \( \Psi^q(\tilde{\theta}_{j-1}, \tilde{V}_{j-1}, \tilde{P}_{j-1}, \tilde{\theta}_{j-1}) \) and \( \nabla_\theta^0 \Psi^q(\tilde{\theta}_{j-1}, \tilde{V}_{j-1}, \tilde{P}_{j-1}, \tilde{\theta}_{j-1}) \) outside of the optimization routine. Using one-sided numerical derivatives, evaluating \( \nabla_\theta^0 \Psi^q(\tilde{\theta}_{j-1}, \tilde{V}_{j-1}, \tilde{P}_{j-1}, \tilde{\theta}_{j-1}) \) requires the \((K + 1)q\) function evaluations of \( \Gamma(\theta, V, P) \) and the \((K + 1)q\) function evaluations of \( \Lambda(\theta, V, P) \).

The following proposition shows that the first-order convergence property of the approximate q-NPL algorithm is the same as that of the original q-NPL algorithm.
Assumption 11  (a) Assumption 10 holds. (b) For any \( \nu \in \mathbb{R}^K \) such that \( \nu \neq 0 \), \( \nabla_{\theta^0} \Psi^q(\theta^0, V^0, P^0)(a_i|x_i)\nu \neq 0 \) with positive probability. (c) \( \hat{\theta}_0 - \theta^0 = o_p(1) \).

Proposition 5 Suppose Assumption 11 holds. Suppose we obtain \( \{\hat{\theta}_j, \hat{V}_j, \hat{P}_j\} \) by the approximate \( q \)-NPL algorithm. Then, for \( j = 1, \ldots, k \),

\[
\hat{\theta}_j - \hat{\theta}_{NPL} = O_p(||\hat{V}_j - \hat{V}_{NPL}||) + O_p(||\hat{P}_j - \hat{P}_{NPL}||) + O_p(n^{-1/2}||\hat{\theta}_j - \hat{\theta}_{NPL}|| + ||\hat{\theta}_j - \hat{\theta}_{NPL}||^2),
\]

(\[
\begin{pmatrix}
\hat{V}_j - \hat{V}_{NPL} \\
\hat{P}_j - \hat{P}_{NPL}
\end{pmatrix}
= \begin{pmatrix}
\Gamma^q_V - \Gamma^q_\theta(\Omega^q_{\theta \theta})^{-1}\Omega^q_{\theta V} & \Gamma^q_P - \Gamma^q_\theta(\Omega^q_{\theta \theta})^{-1}\Omega^q_{\theta P} \\
\Psi^q_V - \Psi^q_\theta(\Omega^q_{\theta \theta})^{-1}\Omega^q_{\theta V} & \Psi^q_P - \Psi^q_\theta(\Omega^q_{\theta \theta})^{-1}\Omega^q_{\theta P}
\end{pmatrix}
\begin{pmatrix}
\hat{V}_{j-1} - \hat{V}_{NPL} \\
\hat{P}_{j-1} - \hat{P}_{NPL}
\end{pmatrix} + \hat{R}_{n,j},
\]

where \( \hat{R}_{n,j} = O_p(n^{-1/2}||\hat{\theta}_{j-1} - \hat{\theta}_{NPL}|| + ||\hat{\theta}_{j-1} - \hat{\theta}_{NPL}||^2) + O_p(n^{-1/2}||\hat{V}_{j-1} - \hat{V}_{NPL}|| + ||\hat{V}_{j-1} - \hat{V}_{NPL}||^2) + O_p(n^{-1/2}||\hat{P}_{j-1} - \hat{P}_{NPL}|| + ||\hat{P}_{j-1} - \hat{P}_{NPL}||^2) \).

4.2 Discrete Dynamic Game

Consider the model of dynamic discrete games studied by Aguirregabiria and Mira (2007), section 3.5. There are \( I \) “global” firms competing in \( N \) local markets. In market \( h \), a firm \( i \) maximizes the expected discounted sum of profits \( E[\sum_{s=t}^{\infty} \beta^{s-t} \{\Pi(x_{hs}, a_{hs}, \xi_{his}; \theta)\}|a_t, x_h; \theta] \), where \( x_{ht} \) is state variable that is common knowledge for all firms, while \( \xi_{ht} \) is state variable that is private information to firm \( i \). The state variable \( x_{ht} \) may contain the past choice \( a_{ht-1} \). The researcher observes \( x_{ht} \) but not \( \xi_{ht} \). There is no interaction across different markets.

Denote the strategy of firm \( i \) by \( \sigma^i \). Given a set of strategy functions \( \sigma = \{\sigma^i(x, \xi_i) : i = 1, \ldots, I\} \), the expected behavior of firm \( i \) from the viewpoint of the rest of the firms is summarized by the conditional choice probabilities \( P^i(a_i|x) = \int 1\{\sigma^i(x, \xi_i) = a_i\} g(\xi_i|x)d\xi_i \), where \( g(\xi_i|x) \) is a density function for \( \xi_i \).

Let \( P^{-i} = \{P^j : j \neq i\} \) and let \( G_i(x, \xi_i; \theta) \) represent a set of feasible choices for firm \( i \) when the state is \( (x, \xi_i) \). By assuming that \( \xi_i \)'s are iid across firms, the expected profit and the transition probability of \( x \) for firm \( i \) is given by \( U_i^{P^{-i}}(x, a_i, \xi_i; \theta) = \sum_{a_{-i} \in A_{-i}} \left( \prod_{j \neq i} P^j(a_j|x) \right) \Pi(x, a_i, a_{-i}, \xi_i; \theta) \) and \( f_i^{P^{-i}}(x'|x, a_i; \theta) = \sum_{a_{-i} \in A_{-i}} \left( \prod_{j \neq i} P^j(a_j|x) \right) f(x'|x, a_i, a_{-i}; \theta) \), respectively. Then, given \((\theta, P^{-i})\), the Bellman equation and the choice probabilities are

\[
V^i(x; \theta) = \max_{a_i \in G_i(x, \xi_i; \theta)} \left\{ U_i^{P^{-i}}(x, a_i, \xi_i; \theta) + \beta \sum_{x' \in X} V^i(x') f_i^{P^{-i}}(x'|x, a_i; \theta) \right\} g(d\xi_i|x) \equiv \Gamma_i(\theta, V^i, P^{-i}),
\]

\[
P^i(a_i|x; \theta) = \begin{cases} a_i = \arg \max_{a_i' \in G_i(x, \xi_i; \theta)} U_i^{P^{-i}}(x, a_i', \xi_i; \theta) + \beta \sum_{x' \in X} V^i(x') f_i^{P^{-i}}(x'|x, a_i'; \theta) \end{cases} g(d\xi_i|x) \equiv \Lambda_i(\theta, V^i, P^{-i}).
\]

Let \( \theta^0 \) denote the true parameter value. Then the true conditional choice probabilities \( P_i^{0,0} \)'s and the true value function \( V_i^{0,0} \)'s are obtained as the fixed point of the following system of
equations:

\[ V^{i,0} = \Gamma_i(\theta^0, V^{i,0}, P^{-i,0}) \quad \text{and} \quad P^0_i = \Lambda_i(\theta^0, V^{i,0}, P^{-i,0}), \quad (12) \]

for \( i = 1, \ldots, I. \)

Let \( \{\{a_{ih}, x_{ih}\}_{i=1}^I\}_{h=1}^n \) be a cross-sectional data set where \( \{a_{ih}, x_{ih}\}_{i=1}^I \) is randomly drawn across h’s from the population. Suppose we have an initial estimate of the choice probabilities, \( \hat{P}_0 = (\hat{P}_0^1, \ldots, \hat{P}_0^I). \) Then, we may obtain a two-step estimator of \( \theta \) as \( \hat{\theta} = \arg \max_{\theta \in \Theta} n^{-1} \sum_{h=1}^n \sum_{i=1}^I \ln \left\{ \left[ \Lambda_i(\theta, V^{i}, \hat{V}^{-i}_0) \right] (a_{ih} | x_{ih}) \right\} \) subject to \( V^i = \Gamma_i(\theta, V^{i}, \hat{P}^{-i}_0) \) by solving the fixed point problem \( \hat{V}^i = \Gamma_i(\theta, V^{i}, \hat{P}^{-i}_0) \) at each parameter value to maximize the log pseudo-likelihood with respect to \( \theta \). When the initial estimator \( \hat{P}_0 \) is consistent, this two-step estimator \( \hat{\theta} \) is consistent. Since each agent solves her dynamic programming problem given an estimate of choice probabilities of other agents, \( \hat{P}_0^{-i} = \{\hat{P}_0^j : j \neq i\} \), the computational cost is similar to that of implementing the NFXP algorithm \( I \) times for a single agent problem.

We may reduce the computational burden by iterating the following step until \( j = k \) starting from an initial value of \( \hat{V}_0 = (\hat{V}_1^1, \ldots, \hat{V}_1^I) \):

**Step 1:** Given \( \hat{V}_{j-1} = (\hat{V}_{j-1}^1, \ldots, \hat{V}_{j-1}^I) \), update \( \theta \) by

\[ \hat{\theta}_j = \arg \max_{\theta \in \Theta} n^{-1} \sum_{h=1}^n \sum_{i=1}^I \ln \left\{ \left[ \Lambda_i(\theta, \Gamma_i^q(\hat{\theta}_j, \hat{V}_{j-1}^i, \hat{P}^{-i}_0), \hat{P}^{-i}_0) \right] (a_{ih} | x_{ih}) \right\}. \]

**Step 2:** Update \( \hat{V}_{j-1} \) using the obtained estimate \( \hat{\theta}_j \): \( \hat{V}_j^i = \Gamma_i^q(\hat{\theta}_j, \hat{V}_{j-1}^i, \hat{P}^{-i}_0) \), for \( i = 1, \ldots, I. \)

The estimators obtained by the above algorithm may suffer from the finite sample bias when the first-stage estimator \( \hat{P}_0 \) is imprecisely estimated.

To obtain more efficient estimators, we may apply the \( q \)-NPL algorithm discussed in the previous section as follows. Define \( [\Psi_i^q(\theta, V^i, P^{-i})](a_{ih} | x_{ih}) \equiv \left[ \Lambda_i^q(\theta, \Gamma_i^q(\theta, V^{i}, P^{-i}), P^{-i}) \right] (a_{ih} | x_{ih}) \). Starting from an initial estimate \( \hat{P}_0 \) and an initial value of \( \hat{V}_0 \), the \( q \)-NPL algorithm iterates the following step until \( j = k \):

**Step 1:** Given \( \hat{P}_{j-1} = (\hat{P}_{j-1}^1, \ldots, \hat{P}_{j-1}^I) \) and \( \hat{V}_{j-1} = (\hat{V}_{j-1}^1, \ldots, \hat{V}_{j-1}^I) \), update \( \hat{\theta}_j \) by

\[ \hat{\theta}_j = \arg \max_{\theta \in \Theta} n^{-1} \sum_{h=1}^n \sum_{i=1}^I \ln \left\{ \left[ \Psi_i^q(\theta, \hat{V}_{j-1}^i, \hat{P}^{-i}_{j-1}) \right] (a_{ih} | x_{ih}) \right\}. \]

**Step 2:** Update \( \hat{P}_{j-1} \) and \( \hat{V}_{j-1} \) using the obtained estimate \( \hat{\theta}_j \): \( \hat{P}_j^i = \Psi_i^q(\hat{\theta}_j, \hat{V}_{j-1}^i, \hat{P}^{-i}_{j-1}) \) and \( \hat{V}_j^i = \Gamma_i^q(\theta, \hat{V}_{j-1}^i, \hat{P}^{-i}_{j-1}) \) for \( i = 1, \ldots, I. \)

As Proposition 4 indicates, this \( q \)-NPL algorithm converges for sufficiently large value of \( q \) when the dominant eigenvalue of \( \Psi_{i,P} \) is within a unit circle.

In the \( q \)-NPL algorithm, Step 1 is computationally intensive when the evaluations of \( \Lambda_i \) and \( \Gamma_i \) is costly and the value of \( q \) is large. We may reduce the computational burden of implementing the approximate \( q \)-NPL algorithm that replaces \( \Psi_i^q(\theta, V^i, P^{-i}) \) with its linear application around \((\eta, V_i, P^{-i})\). \( \Psi_i^q(\theta, V^i, P^{-i}, \eta) \equiv \left[ \Psi_i^q(\theta, V^i, P^{-i}) \right](a | x) + \{[\nabla_\theta \Psi_i^q(\eta, V^i, P^{-i})](a | x) \} (\theta - \eta). \)
That is, we may update θ in Step 1 as

\[ \tilde{\theta}_j = \arg \max_{\theta \in \Theta} n^{-1} \sum_{i=1}^{n} \sum_{h=1}^{n} \ln \left\{ \left[ \Psi_i^j(\theta, \tilde{V}_{j-1}^i, \tilde{\theta}_{j-1}) \right](a_{ih}|x_{ih}) \right\}. \]

The resulting approximate algorithm is much less computationally intensive than the q-NPL algorithm while its first-order convergence property is the same as that of the q-NPL algorithm (Proposition 5).

4.3 Dynamic Macroeconomic Model with Heterogeneous Agents

[To be written]

5 Monte Carlo Experiments

5.1 Experiment 1: Machine Replacement Model

[We might want to consider a single-agent case and impose an equilibrium condition]

We consider a version of machine replacement model with unobserved heterogeneity. The observed state variable is machine age denoted by \( x_t \in \mathbb{N}_x \), and the unobserved state variables include production shock \( \epsilon_t \) and choice-specific cost shock \( \xi_t = (\xi_t(0), \xi_t(1))' \), where \( \epsilon_t \) is independently drawn from \( N(0, \sigma^2_\epsilon) \) while \( \xi_t(a) \)'s are independently drawn from Type 1 extreme value distribution. The replacement decision is denoted by \( a_t \in \{0, 1\} \) and the transition function of \( x_t \) is given by \( x_{t+1} = a_t + (1 - a_t)(x_t + 1) \). The profit function is given by \( u_0(x_t, \epsilon_t, a_t) + \xi(a_t) \), where \( u_0(x_t, \epsilon_t, a_t) = \exp(\theta_1 x_t (1 - a_t) + \epsilon_t) - \theta_2 a_t \).

We assume that \( \theta = (\theta_1, \theta_2) \) is multinomially distributed with the number of support points equal to \( M \), where the \( m \)-th type is characterized by a type-specific parameter \( \theta^m = (\theta^m_1, \theta^m_2) \)' and the fraction of the \( m \)-th type in the population is \( \pi^m \). We also assume that revenue is observable but with measurement error as: \( \ln y_t = \theta^m_t x_t (1 - a_t) + \xi_t + \eta_t \), where \( \eta_t \) is the measurement error and is assumed to be independent of \( \xi_t \) and drawn from \( N(0, \sigma^2_\eta) \).

The Bellman equation for this firm’s dynamic optimization problem is written as

\[ V(x, \epsilon) = \gamma + \ln \left( \sum_{a=0}^{1} \exp \left( u_{qm}(x, \epsilon, a) + \beta E_{\epsilon'}[V(x', \epsilon')|x, a] \right) \right) \equiv [\Gamma(\theta^m, V)](x, \epsilon) \]

while the mapping from the value function to the conditional choice probability is given by

\[ [\Lambda(\theta^m, V)](a|x, \epsilon) \equiv \frac{\exp \left( u_{qm}(x, \epsilon, a) + \beta E_{\epsilon'}[V(x', \epsilon')|x, a] \right)}{\sum_{a'=0}^{1} \exp \left( u_{qm}(x, \epsilon, a') + \beta E_{\epsilon'}[V(x', \epsilon')|x, a'] \right)}, \]

where \( E_{\epsilon'}[V(x', \epsilon')|x, a] = \int V(a + (1 - a)(x + 1), \epsilon') \phi(\epsilon'/\sigma_\epsilon)/\sigma_\epsilon \, d\epsilon' \).

In our experiment, we set \( M = 2 \) and estimate the five structural parameters \( \theta \equiv (\theta^1, \theta^2, \pi^1)' \), of which true value is given by \( \theta^1 = (-0.3, 4.0)' \), \( \theta^2 = (-0.1, 2.0)' \), and \( \pi^1 = \pi^2 = 1/2 \). We assume that the other parameters in the model are known and common across unobserved types.
at $(\beta, \sigma_\epsilon, \sigma_\eta) = (0.96, 0.4, 0.2)$.

We generate a panel data set of sample size $n$ with $T$ periods from a parametric model. We first draw types of firms $\{m_i : i = 1, \ldots, n\}$ from the multinomial distribution and, then, we draw the initial states $\{(x_{i1}, \xi_{i1}) : i = 1, \ldots, n\}$ from the type-specific stationary distributions of $(x, \epsilon)$ given $\theta^{m_i}$'s. For firm $i$, starting from the initial state $(x_{i1}, \xi_{i1})$, $a_{i1}$'s are drawn from the type-specific conditional choice probabilities $P_{\theta^{m_i}}(a|x_{i1}, \xi_{i1})$ while $\eta_{i1}$'s are simulated to generate $y_{i1}$'s. Then, starting from the initial state $(x_{i1}, a_{i1})$, firm $i$'s time-series data is generated from the model under $\theta^{m_i}$. The data set consists of $\{(x_{it}, y_{it}, a_{it})\}_{t=1}^T : i = 1, \ldots, n$.  

To compute the likelihood, let $w_t = \xi_t + \eta_t$ and define $\sigma_w^2 = \sigma_\epsilon^2 + \sigma_\eta^2$ and $\rho^2 = \sigma_\epsilon^2/\sigma_w^2$. Then, the density of $\epsilon$ conditional on $w$ is given by $g(\epsilon|w) = \phi[(\epsilon - \rho^2 w)/(\sigma_\epsilon \sqrt{1-\rho^2})]/(\sigma_\epsilon \sqrt{1-\rho^2})$, where $\phi(\cdot)$ is the standard normal density function. Denoting the joint density of $\epsilon$ and $w$ by $g(\epsilon, w) = g(\epsilon|w)\phi(w/\sigma_w)/\sigma_w$, firm $i$'s likelihood contribution is computed by integrating out the unobserved heterogeneity, $\epsilon$'s and $\theta^{m_i}$'s, as

$$L(\theta|\{(x_{it}, y_{it}, a_{it})\}_{t=1}^T) = \sum_{m=1}^m \pi_m^T P_{\theta^m}(x_{i1}) \prod_{t=1}^T P_{\theta^m}(a_{it}|x_{it}, \epsilon^t) g(\epsilon^t, \tilde{w}_{it}(\theta^m)) d\epsilon^t,$$

where $\tilde{w}_{it}(\theta^m) = \ln y_{it} - \theta^m_1 x_{it} (1 - a_{it})$ and $P_{\theta^m}^*(x)$ is the stationary distribution of $x$ implied by the conditional choice probability $P_{\theta^m}$, where $P_{\theta^m} = \Lambda(\theta, V_{\theta^m})$ given the fixed point $V_{\theta^m} = \Gamma(V_{\theta^m}, \theta^m)$. The maximum likelihood estimator is obtained by maximizing $\sum_{t=1}^T \ln L(\theta|\{(x_{it}, y_{it}, a_{it})\}_{t=1}^T)$.

The $q$-NPL algorithm is implemented by iterating the following Steps 1 and 2. In Step 1, given $V_{\hat{j}-1}^m$ for $m = 1, 2$, we update $(\theta^1, \theta^2)$ by

$$(\hat{\theta}_1^j, \hat{\theta}_2^j) = \arg\max_{(\theta^1, \theta^2) \in \Theta^2} \sum_{i=1}^n \frac{1}{n} \ln \left\{ \mathbb{P} \left[ \Psi(\theta^1, \tilde{V}_{\hat{j}-1}^m)(\theta^2) \right] \prod_{t=1}^T \left[ \Psi(\hat{\theta}^m_1, \tilde{V}_{\hat{j}-1}^m)(a_{it}|x_{it}, \epsilon^t) g(\epsilon^t, \tilde{w}_{it}(\theta^m)) d\epsilon^t \right] \right\}.$$

Here, $P_{\Psi(\theta^1, \tilde{V}_{\hat{j}-1}^m)}^*(x)$ is the stationary distribution of $x$ when a firm follows the decision rule specified by the choice probabilities $\Psi(\theta^1, \tilde{V}_{\hat{j}-1}^m)$. In Step 2, $\tilde{V}_{\hat{j}-1}^m$'s are updated using $\hat{\theta}^m$'s as $\tilde{V}_{\hat{j}}^m = \Gamma^2(\hat{\theta}_1^j, \hat{\theta}_2^j)$ for $m = 1, 2$. The approximate $q$-NPL algorithm is similarly implemented by replacing $\Psi(\theta^1, \tilde{V}_{\hat{j}-1}^m)$ with its linear approximation around $\theta_m = \hat{\theta}^m_{\hat{j}-1}$ in Step 1.

We first examine the finite sample performance of our proposed estimators based on the $q$-NPL and approximate $q$-NPL algorithm for $q = 2, 4, 6,$ and $8$. We simulate 200 samples, each of which consists of $(n, T) = (400, 5)$ observations. To use the $q$-NPL algorithm, we set the initial

---

7To simulate the data from the model with a continuous state space, we first solve an approximated model with a discrete state space using a finite number of grids and then use the “self-approximating” property of the Bellman operator [cf., Rust (1996)] to evaluate conditional choice probabilities at points outside of the grids. This allows us to generate a sample with continuously distributed $\epsilon$ from the approximated model and to evaluate a likelihood function at points outside of the grids. We approximate the state space of $\epsilon$ by 10 grid points using the method of Tauchen (1986) while the state space of $x$ is given by $\{1, \ldots, 20\}$.

8To compute the integral with respect to $\epsilon$ given $w_i$, we approximate the distribution of $\epsilon$ conditional on the realized value of $w_i$ for $i = 1, \ldots, n$ using Tauchen’s method.
value of the expected value function to zeros. Since applying the approximate $q$-NPL algorithm also requires the initial estimate of $\theta$, we use the $q$-NPL algorithm at the initial iteration ($k = 1$) to obtain an initial estimate of $(\theta, V)$, and then we examine the performance of the approximate $q$-NPL algorithm starting from the second iteration ($k = 2$).

Table 1 reports the bias and the square roots of the mean squared errors. The bias and the mean squared errors of the estimators from the $q$-NPL algorithm improve with the number of iterations, $k$, given the value of $q = 2, 4, 6,$ and $8$, while they improve with $q$ given the value of $k$. When $k$ is small, the bias and the mean squared errors of the estimates from the $q$-NPL algorithm tend to be larger than those of the MLE. The performance of the $q$-NPL estimators is very similar to that of the $q$-NPL algorithm across different values of $k$ and $q$, indicating that our proposed approximation method works in this experiment.

Table 2 reports the average absolute percentage difference between our proposed estimator and the MLE. For both $q$-NPL estimator and approximate $q$-NPL estimator, the distance between our proposed estimator and the MLE becomes smaller as $k$ and $q$ increase.

Table 3 shows how the $q$-NPL estimators after $k = 10$ iterations improve with the sample size across different values of $q$.

5.2 Experiment 2: Dynamic Game

We apply our proposed method to a dynamic model of entry and exit studied by Aguirregabiria and Mira (2007) and compare its performance with the performance of the original NPL algorithm. The profit of firm $i$ operating in market $m$ in period $t$ is equal to

$$\theta_{RS} \ln S_{mt} - \theta_{RN} \ln (1 + \sum_{j \neq i} a_{jmt}) - \theta_{FC,i} - \theta_{EC}(1 - a_{im,t-1}) + \xi_{imt}(1),$$

whereas its profit is $\xi_{imt}(0)$ if the firm is not operating. We assume that $\{\xi_{imt}(0), \xi_{imt}(1)\}$ follow i.i.d. type I extreme value distribution with zero mean and unit variance, and $S_{mt}$ is the market demand that follows an exogenous first-order Markov process $f_S(S_{m,t+1}|S_{mt})$. We set the number of firms $I = 3$. The state space for the market size $S_{mt}$ is $\{2, 6, 10\}$.\footnote{The transition probability matrix of $S_{mt}$ is given by}

$$
\begin{bmatrix}
0.8 & 0.2 & 0.0 \\
0.2 & 0.6 & 0.2 \\
0.0 & 0.2 & 0.8
\end{bmatrix}.
$$

The discount factor is set to $\beta = 0.96$ while we set $(\theta_{RS}, \theta_{RN}, \theta_{EC}) = (1, 1, 1)$. Fixed operating costs are $\theta_{FC,1} = 1.0$, $\theta_{FC,2} = 0.9$, and $\theta_{FC,3} = 0.8$. We compare the performance of the estimators generated by the NPL algorithm of AM07 with those of the estimators generated by the $q$-NPL and the approximate $q$-NPL algorithms.

We set $q = 1$ and $q = 2$ in the $q$-NPL and the approximate $q$-NPL algorithm. We use a
frequency estimator as our initial estimator for \( P \) while we set an initial value of \( V \) to zero. The sample size is set to \( n = 500 \). Table 4 presents the bias and the square root of mean squared errors for the AM’s NPL estimators together with those for the \( q \)-NPL and the approximate \( q \)-NPL estimators across different iteration values of \( q = 1, 2, \) and 3.

Even for \( q = 1 \), the overall performance of the \( q \)-NPL estimator becomes similar to that of the NPL estimator after \( j = 5 \) iterations across different values of \( q \). By looking at the bias and the RMSE across different value of iterations, the \( q \)-NPL algorithm appears to be largely converged after \( j = 10 \) iterations. The RMSE at \( j = 20 \) of the \( q \)-NPL estimator improves as the value of \( q \) increases from one to four, suggesting that an increase in the value of \( q \) leads to an efficiency gain.

The approximate \( q \)-NPL algorithm has a convergence problem when \( q = 1 \). However, the convergence property of the approximate \( q \)-NPL algorithm improves as the value of \( q \) increases. This is consistent with our analysis on the convergence rate—for small value of \( q \), the (approximate) \( q \)-NPL algorithm may not converge unless the dominant eigenvalue of \( \Psi_P \) is sufficiently close to zero. For \( q = 2 \), the performance of the approximate \( q \)-NPL algorithm at \( j = 20 \) iterations is the same as that of the \( q \)-NPL algorithm while, for \( q = 4 \), the approximate \( q \)-NPL algorithm converges at \( j = 10 \) iterations.

5.3 Experiment 3: Krusell and Smith (1998)

[To be written]

6 Proofs

6.1 Proof of Lemma 1

Define \( \tilde{\psi}^q(\theta, V) \equiv n^{-1}\sum_{i=1}^{n} \ln \Psi^q(\theta, V)(a_i|x_i) \). With these notations, we may write \( \Omega^q_{\theta\theta} = (\Psi^q_\theta)^\prime \Delta_P \Psi^q_\theta \) and \( \Omega^q_{\theta V} = (\Psi^q_\theta)^\prime \Delta_P \Psi^q_V \), where \( \Psi^q_\theta = \Lambda_V \Gamma^q_{\theta} + \Lambda_\theta \) and \( \Psi^q_V = \Lambda_V \Gamma^q_{V} \).

First, \( \tilde{\theta}_j \) satisfies the first order condition \( \nabla_{\theta} \tilde{\psi}(\tilde{\theta}_j, \tilde{V}_{j-1}) = 0 \). Expanding this around \( (\hat{\theta}, \hat{V}) \) and using \( \nabla_{\theta} \tilde{\psi}(\hat{\theta}, \hat{V}) = 0 \) gives

\[
0 = \nabla_{\theta \theta} \tilde{\psi}^q(\hat{\theta}, \hat{V})(\tilde{\theta}_j - \hat{\theta}) + \nabla_{\theta V} \tilde{\psi}^q(\hat{\theta}, \hat{V})(\tilde{V}_{j-1} - \hat{V}),
\]

where \( (\hat{\theta}, \hat{V}) \) lie between \( (\tilde{\theta}_j, \tilde{V}_{j-1}) \) and \( (\hat{\theta}, \hat{V}) \). It follows from the information matrix equality and the consistency of \( (\hat{\theta}, \hat{V}) \) that \( \nabla_{\theta \theta} \tilde{\psi}(\hat{\theta}, \hat{V}) = -\Omega^q_{\theta\theta} + o_p(1) \) and \( \nabla_{\theta V} \tilde{\psi}(\hat{\theta}, \hat{V}) = -\Omega^q_{\theta V} + o_p(1) \). Since \( \Omega^q_{\theta\theta} \) is positive definite, we obtain \( \tilde{\theta}_j - \hat{\theta} = O_p(||\tilde{V}_{j-1} - \hat{V}||) \), giving the first result.

For the updating equation of \( V \), note that the second derivatives of \( \Gamma^q(\theta, V) \) are uniformly bounded in \( (\theta, V) \in \Theta \times B_V \) from Assumption. Hence, expanding the right hand side of \( V_j = \Gamma^q(\tilde{\theta}_j, \tilde{V}_{j-1}) \) twice around \( (\hat{\theta}, \hat{V}) \) and using \( \Gamma^q(\hat{\theta}, \hat{V}) = \hat{V} \), root-\( n \) consistency of \( (\hat{\theta}, \hat{V}) \), and
\[ \tilde{\theta}_j - \hat{\theta} = O_p(||\tilde{V}_{j-1} - \hat{V}||), \]
we obtain
\[ \tilde{V}_j - \hat{V} = \Gamma_0^q(\tilde{\theta}_j - \hat{\theta}) + \Gamma_1^q(\tilde{V}_{j-1} - \hat{V}) + O_p(n^{-1/2}||\tilde{V}_{j-1} - \hat{V}|| + ||\tilde{V}_{j-1} - \hat{V}||^2). \]  
(14)

Refine (13) as \( \tilde{\theta}_j - \hat{\theta} = -\Omega_{\theta \theta}^{-1} \Omega_{\theta V}(\tilde{V}_{j-1} - \hat{V}) + O_p(n^{-1/2}||\tilde{V}_{j-1} - \hat{V}|| + ||\tilde{V}_{j-1} - \hat{V}||^2) \) by using
\[ \nabla_{\theta V} \tilde{\psi}^q(\theta, V) = -\Omega_{\theta V} + O_p(||\tilde{V}_{j-1} - \hat{V}||) + O_p(n^{-1/2}) \] and
\[ \nabla_{\theta \theta} \tilde{\psi}^q(\hat{\theta}, \hat{P}) = -\Omega_{\theta \theta} + O_p(||\tilde{V}_{j-1} - \hat{V}||) + O_p(n^{-1/2}). \] Substituting this into (14) in conjunction with (12) gives the stated result. \( \square \)

6.2 Proof of Proposition 1

We suppress the subscript \( q \text{NPL} \) from \( \hat{\theta}^q_{\text{NPL}} \) and \( \tilde{V}^q_{\text{NPL}} \). Write the objective function as
\[ \tilde{\psi}^q(\theta, V, \eta) \equiv n^{-1} \sum_{j=1}^{n} \ln \Psi^q(\theta, V, \eta)(a_i|x_i), \]
and define \( \psi^q(\theta, V, \eta) \equiv E \ln \Psi^q(\theta, V, \eta)(a_i|x_i). \) We use induction. Assume \( (\tilde{\theta}_{j-1}, \tilde{V}_{j-1}) \to_p (\theta^0, V^0) \).

First, we prove the consistency, i.e., \( (\tilde{\theta}_j, \tilde{V}_j) \to_p (\theta^0, V^0) \) if \( (\tilde{\theta}_{j-1}, \tilde{V}_{j-1}) \to_p (\theta^0, V^0) \). To show the consistency of \( \tilde{\theta}_j \), we show that \( \Theta^q_j \) is compact and
\[ \sup_{(\theta, V, \eta) \in \Theta^q_j \times \mathcal{N}} |\tilde{\psi}^q(\theta, V, \eta) - \psi^q(\theta, V, \eta)| = o_p(1), \]  
(15)
\[ \psi^q(\theta, V^0, \theta^0) \] is continuous in \( \theta \), and \( \psi^q(\theta, V^0, \theta^0) \) is uniquely maximized at \( \theta^0 \).  
(16)

Then the consistency of \( \tilde{\theta}_j \) follows from Theorem 2.1 of Newey and McFadden (1994) because (15) in conjunction with the consistency of \( (\tilde{\theta}_{j-1}, \tilde{V}_{j-1}) \) and the triangle inequality implies
\[ \sup_{\theta \in \Theta^q_j} |\tilde{\psi}^q(\theta, \tilde{V}_{j-1}, \tilde{\theta}_{j-1}) - \psi^q(\theta, V^0, \theta^0)| = o_p(1). \]

\( \Theta^q_j \) is compact because \( \Theta^q_j \) is an intersection of the compact set \( \Theta \) and \( |A||X| \) closed sets. Take \( \mathcal{N} \) sufficiently small, then it follows from the consistency of \( (\tilde{\theta}_{j-1}, \tilde{V}_{j-1}) \) and the continuity of \( \Psi^q(\theta, V, \eta) \) that \( \Psi^q(\theta, V, \eta)(a|x) \in [\epsilon/2, 1 - \epsilon/2] \) for all \( (a, x) \in A \times X \) and \( (\theta, V, \eta) \in \Theta^q_j \times \mathcal{N} \) with probability approaching one (henceforth wpa1). Observe that (i) \( \Theta^q_j \times \mathcal{N} \) is compact, (ii) \( \ln \Psi^q(\theta, V, \eta) \) is continuous in \( (\theta, V, \eta) \in \Theta^q_j \times \mathcal{N} \), and (iii) \( E \sup_{(\theta, V, \eta) \in \Theta^q_j \times \mathcal{N}} |\ln \Psi^q(\theta, V, \eta)(a_i|x_i)| \leq (|\ln(\epsilon/2)| + |\ln(1 - \epsilon/2)|) < \infty \) because of the way we choose \( \mathcal{N} \). Therefore, (15) follows from Lemma 2.4 of Newey and McFadden (1994). Lemma 2.4 of Newey and McFadden (1994) also implies that \( \psi^q(\theta, V, \eta) \) is continuous, giving the first part of (16). Finally, we show that \( \theta^0 \) uniquely maximizes \( \psi^q(\theta, V^0, \theta^0) \). Note that
\[ \psi^q(\theta, V^0, \theta^0) - \psi^q(\theta^0, V^0, \theta^0) = E \ln(\nabla_{\theta} \Psi^q(\theta, V^0)(\theta - \theta^0) + P^0)(a_i|x_i) - E \ln P^0(a_i|x_i) \]
\[ = E \ln \left( \frac{\nabla_{\theta} \Psi^q(\theta^0, V^0)(a_i|x_i)(\theta - \theta^0)}{P^0(a_i|x_i)} + 1 \right). \]
Recall that \( \ln(y + 1) \leq y \) for all \( y > -1 \) where the inequality is strict if \( y \neq 0 \), and that Assumption 5(b) implies \( \nabla_{\theta} \Psi^q(\theta^0, V^0)(a_i|x_i)(\theta - \theta^0)/P^0(a_i|x_i) \neq 0 \) with positive probability
for all $\theta \neq \theta^0$. Therefore, the right hand side of (17) is strictly smaller than
\[
E \left[ \frac{\nabla_{\theta'} \Psi^q(\theta^0, V^0) (a_i|x_i) (\theta - \theta^0)}{P^0(a_i|x_i)} \right] \quad \text{for all } \theta \neq \theta^0.
\]
Because $E[\nabla_{\theta'} \Psi^q(\theta^0, V^0) (a_i|x_i)/P^0(a_i|x_i)] = 0$, we have $\psi^q(\theta, V^0, \theta^0) - \psi^q(\theta^0, V^0, \theta^0) < 0$ for all $\theta \neq \theta^0$, and $\theta^0$ uniquely maximizes $\psi^q(\theta, V^0, \theta^0)$. Therefore, $\hat{\theta}_j \to_p \theta^0$. Finally, $\hat{V}_j \to_p V^0$ follows from $\Gamma^q(\hat{\theta}_j, \hat{V}_{j-1}) \to_p \Gamma^q(\theta^0, V^0) = V^0$, and we establish the consistency of $\hat{\theta}_j$ and $\hat{V}_j$.

We proceed to derive the stated representation of $\hat{\theta}_j - \hat{\theta}$ and $\hat{V}_j - \hat{V}$. Expanding the first order condition $0 = \nabla_{\theta'} \psi^q(\hat{\theta}_j, \hat{V}_{j-1}, \hat{\theta}_j-1)$ twice around $(\hat{\theta}, \hat{V}_{j-1}, \hat{\theta}_j-1)$ gives
\[
0 = \nabla_{\theta'} \psi^q(\hat{\theta}, \hat{V}_{j-1}, \hat{\theta}_j-1) + \nabla_{\theta'} \psi^q(\hat{\theta}, \hat{V}_{j-1}, \hat{\theta}_j-1)(\hat{\theta}_j - \hat{\theta}) + O_p(||\hat{\theta}_j - \hat{\theta}||^2), \quad (17)
\]
Note that the q-NPL estimator satisfies $\nabla_{\theta'} \psi^q(\hat{\theta}, \hat{V}, \hat{\theta}) = 0$, and that $\Psi^q(\theta^0, V^0, \theta^0) = \Psi^q(\theta^0, V^0)$, $\nabla_{\theta'} \Psi^q(\theta^0, V^0, \theta^0) = 0$. Therefore, expanding $\nabla_{\theta'} \psi^q(\hat{\theta}, \hat{V}_{j-1}, \hat{\theta}_j-1)$ twice around $(\hat{\theta}, \hat{V}, \hat{\theta})$ and using the root-n consistency of $(\hat{\theta}, \hat{V})$ and the information matrix equality, we obtain $\nabla_{\theta'} \psi^q(\hat{\theta}, \hat{V}_{j-1}, \hat{\theta}_j-1) = -\Omega_{\theta\theta}^q(\hat{\theta}, \hat{V}_{j-1}, \hat{\theta}_j-1)$, where $r_{nj}$ denotes a reminder term of $O_p(n^{-1/2}||\hat{\theta}_j - \hat{\theta}|| + ||\hat{V}_{j-1} - \hat{V}|| + ||\hat{V}_{j-1} - \hat{V}||^2)$. Then the stated bound of $\hat{\theta}_j - \hat{\theta}$ follows from (17) by noting that $\nabla_{\theta'} \psi^q(\hat{\theta}, \hat{V}_{j-1}, \hat{\theta}_j-1) = -\Omega_{\theta\theta}^q + o_p(1)$.

For the updating equation of $\hat{V}$, expanding $\nabla_{\theta'} \psi^q(\hat{\theta}, \hat{V}_{j-1}, \hat{\theta}_j-1)$ around $(\hat{\theta}, \hat{V}, \hat{\theta})$ in (17) and using the bound of $\hat{\theta}_j - \hat{\theta}$ obtained above gives $\hat{\theta}_j - \hat{\theta} = -\Omega_{\theta\theta}^q - \Omega_{\theta\hat{V}}^q + r_{nj}$. Substituting this into the right hand side of $\hat{V}_j - \hat{V} = \Gamma_\theta^q(\hat{\theta}_j - \hat{\theta}) + \Gamma_\theta^q(\hat{\theta}_{j-1} - \hat{\theta})$, and noting that $\Omega_{\theta\theta}^q - \Omega_{\theta\hat{V}}^q = ((\Psi^q_\theta)^T \Delta_P \Psi^q_\theta)^{-1} (\Psi^q_\theta)^T \Delta_P \Psi^q_\theta = ((\Lambda_V \Gamma^q_\theta + \Lambda_\theta)^T \Delta_P (\Lambda_V \Gamma^q_\theta + \Lambda_\theta))^{-1} (\Lambda_V \Gamma^q_\theta + \Lambda_\theta)^T \Delta_P \Lambda_V \Gamma^q_\theta$, gives

\[ 6.3 \text{ Proof of Proposition 2} \]

We suppress the subscript qNPL from $\hat{\zeta}_{q_{NPL}}$ and $\hat{V}_{q_{NPL}}$. The proof follows the proof of Lemma 1. Let $l^q(\zeta, \Psi^q(\theta, V))(w) \equiv \ln(L(\pi, \Psi^q(\theta, V)))(w)$. Define $l^q_\zeta(\zeta, V) = n^{-1} \sum_{i=1}^n \nabla_{\zeta} l^q(\zeta, V)(w_i)$, $\hat{l}^q_\zeta(\zeta, V) = n^{-1} \sum_{i=1}^n \nabla_{\zeta} l^q(\zeta, V)(w_i)$, and $\hat{l}^q_\zeta(\zeta, V) = n^{-1} \sum_{i=1}^n \nabla_{\zeta} l^q(\zeta, V)(w_i)$. Expanding the first order condition $l^q_\zeta(\hat{\zeta}, \hat{V}_{j-1}) = \hat{l}^q_\zeta(\hat{\zeta}, \hat{V})$ gives
\[
\hat{\zeta}_j - \hat{\zeta} = -l^q_\zeta(\hat{\zeta}, \hat{V}_{j-1})^{-1} l^q_\zeta(\hat{\zeta}, \hat{V}_{j-1} - \hat{V}) = O_p(||\hat{V}_{j-1} - \hat{V}||), \quad (18)
\]
where $(\hat{\zeta}, \hat{V})$ is between $(\zeta_j, \hat{V}_{j-1})$ and $(\hat{\zeta}, \hat{V})$. This gives the bound for $\hat{\zeta}_j - \hat{\zeta}$. Rewriting this further using Assumption 7 gives
\[
\hat{\zeta}_j - \hat{\zeta} = -(\Omega_{\zeta\zeta}^q)^{-1} \Omega_{\zeta V}(\hat{V}_{j-1} - \hat{V}) + O_p(n^{-1/2}||\hat{V}_{j-1} - \hat{V}||) + O_p(||\hat{V}_{j-1} - \hat{V}||^2), \quad (19)
\]
where \( \Omega_{\zeta\zeta}^q = E[\nabla_\zeta l^q(\zeta^0, \mathbf{V}^0)(w_i)] \nabla_\zeta l^q(\zeta^0, \mathbf{V}^0)(w_i) \) and \( \Omega_{\zeta V}^q = E \left[ \nabla_\zeta l^q(\zeta^0, \mathbf{V}^0)(w_i) \nabla_\zeta V l^q(\zeta^0, \mathbf{V}^0)(w_i) \right] \).

On the other hand, expanding the second step equation \( \tilde{\mathbf{V}}_j = \Gamma_q(\tilde{\zeta}_j, \tilde{\mathbf{V}}_{j-1}) \) twice around \( (\zeta, \mathbf{V}) \), using the root-n consistency of \( (\tilde{\zeta}, \tilde{\mathbf{V}}) \) and (18) give

\[
\tilde{\mathbf{V}}_j - \tilde{\mathbf{V}} = \Gamma_q^\prime(\tilde{\mathbf{V}}_{j-1} - \tilde{\mathbf{V}}) + O_p(n^{-1/2}||\tilde{\mathbf{V}}_{j-1} - \tilde{\mathbf{V}}||) + O_p(||\tilde{\mathbf{V}}_{j-1} - \tilde{\mathbf{V}}||^2),
\]

where \( \Gamma_q^\prime \equiv \nabla_\zeta \Gamma_q(\theta^0, \mathbf{V}^0) = [\Gamma_q^\prime_0, 0] \). Substituting (19) into (20) gives

\[
\tilde{\mathbf{V}}_j - \tilde{\mathbf{V}} = [\Gamma_q^\prime_0 - \Gamma_q^\prime(\Omega_{\zeta\zeta}^q)^{-1}\Omega_{\zeta V}^q](\tilde{\mathbf{V}}_{j-1} - \tilde{\mathbf{V}}) + O_p(n^{-1/2}||\tilde{\mathbf{V}}_{j-1} - \tilde{\mathbf{V}}||) + O_p(||\tilde{\mathbf{V}}_{j-1} - \tilde{\mathbf{V}}||^2).
\]

Note that \( \Omega_{\zeta\zeta}^q \) and \( \Omega_{\zeta V}^q \) are written as

\[
\Omega_{\zeta\zeta}^q = \begin{bmatrix}
\Omega_{\zeta\zeta}^q & \Omega_{\zeta V}^q \\
\Omega_{\zeta V}^q & \Omega_{V V}^q
\end{bmatrix} = \begin{bmatrix}
(\Psi\Psi')' L_P \Delta L_P \Psi & (\Psi\Psi')' L_P \Delta L_P \\
L_P \Delta L_P \Psi & L_P \Delta L_P
\end{bmatrix},
\]

\[
\Omega_{\zeta V}^q = \begin{bmatrix}
\Omega_{\zeta V}^q \\
\Omega_{V V}^q
\end{bmatrix} = \begin{bmatrix}
(\Psi\Psi')' L_P \Delta L_P \\
L_P \Delta L_P
\end{bmatrix},
\]

and

\[
(\Omega_{\zeta\zeta}^q)^{-1} = \begin{bmatrix}
D \\
-(\Omega_{\zeta\zeta}^q)^{-1} D
\end{bmatrix},
\]

where \( D = (\Psi\Psi')' L_P \Delta L_P \Delta L_P \Psi \Psi'/L_P \Delta L_P \Psi \Psi' + (\Omega_{\zeta\zeta}^q)^{-1} \Omega_{\zeta V}^q \Omega_{V V}^q \Omega_{\zeta V}^q \Omega_{\zeta\zeta}^q)^{-1} \). Then, using \( \Gamma_q^\prime = [\Gamma_q^\prime_0, 0] \) and \( \Psi_q = L_P \Delta L_P \Psi \Psi' \), gives \( \Gamma_q^\prime(\Omega_{\zeta\zeta}^q)^{-1} \Omega_{\zeta V}^q = \Gamma_q^\prime D(\Psi\Psi')' L_P \Delta L_P \Delta L_P \Psi \Psi' \), and the stated result follows. \( \square \)

### 6.4 Proof of Proposition 3

We suppress the subscript qNPL from \( \hat{\zeta}_q \text{NPL} \) and \( \hat{\zeta}_q \text{NPL} \). Let \( l^q(\zeta, \mathbf{V}, \eta)(w) \equiv \ln(\text{L}(\pi, \Psi^q(\theta, \mathbf{V}, \eta))(w)) \).

Define \( \bar{\Delta}^l(\zeta, \mathbf{V}) = n^{-1} \sum_{i=1}^n \nabla_\zeta l^l(\zeta, \mathbf{V}, \eta)(w_i) \) and \( \bar{\Delta}^l(\zeta, \mathbf{V}, \eta) = n^{-1} \sum_{i=1}^n \nabla_\zeta \nabla_\eta l^l(\zeta, \mathbf{V}, \eta)(w_i) \). Note that the q-NPL estimator satisfies \( \nabla_\eta \bar{\Delta}^l(\zeta, \mathbf{V}, \theta) = 0 \) and that \( \Psi^q(\zeta^0, \mathbf{V}^0, \theta^0) = \Psi^q(\zeta^0, \mathbf{V}^0) \).

The consistency of \( (\tilde{\zeta}_j, \tilde{\mathbf{V}}_j) \) for \( j = 1, ..., k \) can be shown by following the proof of Proposition 1 and, thus, its proof is omitted.

Expanding the first order condition \( 0 = \bar{\Delta}^l(\zeta, \mathbf{V}, \eta) \) twice around \( (\zeta, \mathbf{V}, \eta) \) gives

\[
0 = \nabla_\zeta \bar{\Delta}^l(\zeta, \mathbf{V}, \eta) + \nabla_\zeta \nabla_\eta \bar{\Delta}^l(\zeta, \mathbf{V}, \eta)(\zeta - \hat{\zeta}) + O_p(||\zeta - \hat{\zeta}||^2)
\]

\[
= \nabla_\zeta \bar{\Delta}^l(\zeta, \mathbf{V}, \eta) + \left[ -\Omega_{\zeta\zeta} + O_p(n^{-1/2} + ||\zeta_j - \hat{\zeta}|| + ||\tilde{\mathbf{V}}_j - \tilde{\mathbf{V}}||) \right](\zeta - \hat{\zeta}) + O_p(||\zeta - \hat{\zeta}||^2),
\]

(21)
where the second equality follows from expanding \( \nabla_{\zeta\zeta'} \tilde{T}_\zeta^q(\zeta, \tilde{V}_{j-1}, \hat{\theta}_{j-1}) \) around \( (\hat{\zeta}, \hat{V}, \hat{\theta}) \) and using the root-\( n \) consistency of \( (\hat{\zeta}, \hat{V}) \) and the information matrix equality. Furthermore, expanding \( \nabla_{\zeta\zeta'} \tilde{T}_\zeta^q(\zeta, \tilde{V}_{j-1}, \hat{\theta}_{j-1}) \) twice around \( (\zeta, \tilde{V}, \hat{\theta}) \) and using the root-\( n \) consistency of \( (\hat{\zeta}, \hat{V}) \) and the information matrix equality, we obtain \( \nabla_{\zeta\zeta'} \tilde{T}_\zeta^q(\zeta, \tilde{V}_{j-1}, \hat{\theta}_{j-1}) = -\Omega_{\zeta\zeta'}^q(\tilde{V}_{j-1} - \hat{V}) + r_{nj} \), where \( r_{nj} \) denotes a reminder term of \( O_p(n^{-1/2}||\hat{\zeta}_{j-1} - \zeta|| + ||\tilde{V}_{j-1} - \hat{V}|| + ||\tilde{V}_{j-1} - \hat{V}||^2) \).

Then, the bound for \( \tilde{\zeta}_j - \hat{\zeta} \) follows from writing the second and third terms on the right of (21) as \( (-\Omega_{\zeta\zeta}^q + o_p(1))(\tilde{\zeta}_j - \hat{\zeta}) \) and using the positive definiteness of \( \Omega_{\zeta\zeta}^q \).

For the bound of \( \tilde{V}_j - \hat{V} \), expanding \( \tilde{V}_j = \Gamma^q(\tilde{\zeta}_j, \tilde{V}_{j-1}) \) twice around \( (\hat{\zeta}, \hat{V}) \), using the root-\( n \) consistency of \( (\hat{\zeta}, \hat{V}) \) and the bound for \( \tilde{\zeta}_j - \hat{\zeta} \) give

\[
\tilde{V}_j - \hat{V} = \Gamma^q(\tilde{V}_{j-1} - \hat{V}) + \Gamma^q(\tilde{\zeta}_j - \hat{\zeta}) + O_p(n^{-1/2}||\tilde{V}_{j-1} - \hat{V}|| + ||\tilde{V}_{j-1} - \hat{V}||^2). 
\]

(22)

On the other hand, it follows from \( \tilde{\zeta}_j - \hat{\zeta} = O_p(||\tilde{V}_{j-1} - \hat{V}||) \) and (21) that \( \tilde{\zeta}_j - \hat{\zeta} = -(\Omega_{\zeta\zeta}^{-1}\Omega_{\zeta\zeta'}^q(\tilde{V}_{j-1} - \hat{V}) + r_{nj} \). Substituting this into (22) and repeating the argument of Proposition 2 give the stated bound of \( \tilde{V}_j - \hat{V} \). \( \square \)

### 6.5 Proof of Proposition 4

Define \( \tilde{\psi}^q(\theta, V, P) \equiv n^{-1} \sum_{i=1}^n \ln \Psi^q(\theta, V, P)(a_i|x_i) \). First, \( \hat{\theta} \) satisfies the first order condition

\[
\nabla_{\theta}\tilde{\psi}^q(\hat{\theta}, \tilde{V}_{j-1}, \hat{P}_{j-1}) = 0.
\]

Expanding this around \( (\hat{\theta}, \hat{V}, \hat{P}) \) and using \( \nabla_{\theta}\tilde{\psi}^q(\hat{\theta}, \hat{V}, \hat{P}) = 0 \) gives

\[
0 = \nabla_{\theta\theta'} \tilde{\psi}^q(\theta, V, P)(\hat{\theta} - \theta) + \nabla_{\theta V} \tilde{\psi}^q(\theta, V, P)(\hat{V}_{j-1} - \hat{V}) + \nabla_{\theta P} \tilde{\psi}^q(\theta, V, P)(\hat{P}_{j-1} - \hat{P}),
\]

(23)

where \( (\hat{\theta}, \hat{V}, \hat{P}) \) lie between \( (\hat{\theta}_j, \tilde{V}_{j-1}, \hat{P}_{j-1}) \) and \( (\hat{\theta}, \hat{V}, \hat{P}) \). It follows from the information matrix equality and the consistency of \( (\hat{\theta}, \hat{V}, \hat{P}) \) that \( \nabla_{\theta\theta'} \tilde{\psi}^q(\theta, V, P) = -\Omega_{\theta\theta}^q + o_p(1), \nabla_{\theta V} \tilde{\psi}^q(\theta, V, P) = -\Omega_{\theta V}^q + o_p(1), \) and \( \nabla_{\theta P} \tilde{\psi}^q(\theta, V, P) = -\Omega_{\theta P}^q + o_p(1) \). Since \( \Omega_{\theta\theta}^q \) is positive definite, we obtain

\[
\hat{\theta}_j - \theta = O_p(||\tilde{V}_{j-1} - \hat{V}|| + ||\tilde{P}_{j-1} - \hat{P}||),
\]

giving the first result.

For the updating equation of \( V \) and \( P \), note that the second derivatives of \( \Gamma^q(\theta, V, P) \) and \( \Psi^q(\theta, V, P) \) are uniformly bounded in \( (\theta, V, P) \in \Theta \times B_V \times B_P \) from Assumption. Hence, expanding the right hand sides of \( \tilde{V}_j = \Gamma^q(\hat{\theta}_j, \tilde{V}_{j-1}, \hat{P}_{j-1}) \) and \( \tilde{P}_j = \Psi^q(\hat{\theta}_j, \tilde{V}_{j-1}, \hat{P}_{j-1}) \) twice around \( (\hat{\theta}, \hat{V}, \hat{P}) \) and using \( \Gamma^q(\hat{\theta}, \hat{V}, \hat{P}) = \hat{V}, \Psi^q(\hat{\theta}, \hat{V}, \hat{P}) = \hat{P} \), root-\( n \) consistency of \( (\hat{\theta}, \hat{V}, \hat{P}) \), and \( \hat{\theta}_j - \theta = O_p(||\tilde{V}_{j-1} - \hat{V}|| + ||\tilde{P}_{j-1} - \hat{P}||) \), we obtain

\[
\tilde{V}_j - \hat{V} = \Gamma^q(\hat{\theta}_j - \theta) + \Gamma^q(\tilde{V}_{j-1} - \hat{V}) + \Gamma^q(\tilde{P}_{j-1} - \hat{P}) + R_{n,j}
\]

(24)

\[
\tilde{P}_j - \hat{P} = \Psi^q(\hat{\theta}_j - \theta) + \Psi^q(\tilde{V}_{j-1} - \hat{V}) + \Psi^q(\tilde{P}_{j-1} - \hat{P}) + R_{n,j}
\]

(25)

where \( R_{n,j} \) is a generic reminder term of \( O_p(n^{-1/2}||\tilde{V}_{j-1} - \hat{V}|| + n^{-1/2}||\tilde{P}_{j-1} - \hat{P}|| + ||\tilde{V}_{j-1} - \hat{V}||^2 + ||\tilde{P}_{j-1} - \hat{P}||^2) \). Refine (23) as \( \hat{\theta}_j - \theta = -\Omega_{\theta\theta}^{-1}\Omega_{\theta V}(\tilde{V}_{j-1} - \hat{V}) - \Omega_{\theta P}^{-1}\Omega_{\theta P}(\tilde{P}_{j-1} - \hat{P}) + R_{n,j} \).

Substituting this into (24)-(25) gives the stated result. \( \square \)
6.6 Proof of Proposition 5

Define \( \tilde{\psi}(\theta, V, P, \eta) \equiv n^{-1} \sum_{i=1}^{n} \ln \tilde{\Psi}(\theta, V, P, \eta)(a_i|x_i) \) and \( \psi(\theta, V, P, \eta) \equiv E \ln \tilde{\Psi}(\theta, V, P, \eta)(a_i|x_i) \).

We first show the consistency of \((\tilde{\theta}_j, \tilde{V}_j, \tilde{P}_j)\) for all \( j = 1, 2, \ldots, k \). We use induction. Assume \((\tilde{\theta}_{j-1}, \tilde{V}_{j-1}, \tilde{P}_{j-1}) \rightarrow_p (\theta^0, V^0, P^0)\). In order to show \( \tilde{\theta}_j \rightarrow_p \theta^0 \), it suffices to show that (15)–(16) in the proof of Proposition 1 hold if we replace \( \tilde{\psi}(\theta, V, P, \eta) \) and \( \psi(\theta, V, P, \eta) \) with \( \tilde{\psi}(\theta, V, P, \eta) \) and \( \psi(\theta, V, P, \eta) \). Let \( \mathcal{N}_0 \) be a closed neighborhood of \((V^0, P^0, \theta^0)\) and take \( \mathcal{N}_0 \) sufficiently small, then (i) \( \Theta^q_x \times \mathcal{N}_0 \) is compact, (ii) \( \ln \tilde{\Psi}(\theta, V, P, \eta) \) is continuous in \((\theta, V, P, \eta) \in \Theta^q_x \times \mathcal{N}_0 \), and (iii) \( E \sup_{(\theta, V, P, \eta) \in \Theta^q_x \times \mathcal{N}_0} |\ln \tilde{\Psi}(\theta, V, P, \eta)(a_i|x_i)| < \infty \). Therefore, (15) and the first result of (16) hold for \( \tilde{\psi}(\theta, V, P, \eta) \) and \( \psi(\theta, V, P, \eta) \).

To show that \( \theta^0 \) uniquely maximizes \( \psi(\theta, V^0, P^0, \theta^0) \), note that

\[
\psi(\theta, V^0, P^0, \theta^0) - \psi(\theta, V^0, P^0, \theta^0) = E \ln \left( \frac{\nabla_x \Psi(\theta^0, V^0, P^0)(a_i|x_i)(\theta - \theta^0)}{P^0(a_i|x_i)} + 1 \right)
\]

for all \( \theta \neq \theta^0 \), where the last inequality follows from Assumption 11(b) and the inequality \( \ln(y+1) > y \) for all \( y > -1 \) when \( y \neq 0 \). It follows from \( E[\nabla_x \Psi(\theta^0, V^0, P^0)(a_i|x_i)/P^0(a_i|x_i)] = 0 \) that we have \( \psi(\theta, V^0, P^0, \theta^0) - \psi(\theta^0, V^0, P^0, \theta^0) < 0 \) for all \( \theta \neq \theta^0 \), and the second result of (16) hold for \( \tilde{\psi}(\theta, V, P, \eta) \) and \( \psi(\theta, V, P, \eta) \). Therefore, \( \tilde{\theta}_j \rightarrow_p \theta^0 \). Finally, \( \tilde{V}_j \rightarrow_p V^0 \) and \( \tilde{P}_j \rightarrow_p P^0 \) follows from \( \Gamma^0(\tilde{\theta}_j, \tilde{V}_{j-1}, \tilde{P}_{j-1}) \rightarrow_p \Gamma^0(\theta^0, V^0, P^0) = V^0 \) and \( \Psi(\tilde{\theta}_j, \tilde{V}_{j-1}, \tilde{P}_{j-1}) \rightarrow_p \Psi(\theta^0, V^0, P^0) = V^0 \), and we establish the consistency of \((\tilde{\theta}_j, \tilde{V}_j, \tilde{P}_j)\).

We proceed to show the updating equation of \( \theta, V \) and \( P \). Expanding the first order condition

\[
0 = \nabla_\theta \psi(\tilde{\theta}_j, \tilde{V}_{j-1}, \tilde{P}_{j-1}, \tilde{\theta}_{j-1}) \quad \text{twice around } (\tilde{\theta}_j, \tilde{V}_{j-1}, \tilde{P}_{j-1}, \tilde{\theta}_{j-1})
\]

gives

\[
0 = \nabla_\theta \tilde{\psi}(\hat{\tilde{\theta}}_j, \hat{V}_{j-1}, \hat{P}_{j-1}, \hat{\theta}_{j-1}) + \nabla_{\theta \theta} \tilde{\psi}(\hat{\tilde{\theta}}_j, \hat{V}_{j-1}, \hat{P}_{j-1}, \hat{\theta}_{j-1})(\hat{\theta}_j - \hat{\theta}) + O_p(||\hat{\theta}_j - \hat{\theta}||^2).
\]

(26)

Second, note that the approximate q-NPL estimator satisfies \( \nabla_\theta \psi(\theta^0, V^0, P^0) = \Psi(\theta^0, V^0, P^0) \), \( \nabla_\theta \Psi(\theta^0, V^0, P^0) = \nabla \Psi(\theta^0, V^0, P^0) \), \( \nabla x \Psi(\theta^0, V^0, P^0) = \nabla x \Psi(\theta^0, V^0, P^0) \), \( \nabla x \Psi(\theta^0, V^0, P^0) = \nabla x \Psi(\theta^0, V^0, P^0) \), and \( \nabla \Psi(\theta^0, V^0, P^0) = 0 \). Therefore, expanding \( \nabla_\theta \psi(\theta^0, V^0, P^0) \) twice around \((\theta, \hat{V}, \hat{P})\) and using the root-n consistency of \((\hat{V}, \hat{P})\) and the information matrix equality, we obtain \( \nabla_\theta \psi(\theta, \hat{V}, \hat{P}) = -W_{\theta} V(\hat{V}_j - \hat{V}) - W_{\theta} V(\hat{P}_j - \hat{P}) + r_{nj} \), where \( r_{nj} \) denotes a remainder term of \( O_p(n^{-1/2}||\hat{\theta}_j - \theta|| + ||\hat{\theta}_j - \theta||^2 + n^{-1}||\hat{V}_j - \hat{V}|| + ||\hat{V}_j - \hat{V}||^2 + n^{-1/2}||\hat{P}_j - \hat{P}|| + ||\hat{P}_j - \hat{P}||^2) \). The stated bound of \( \hat{\theta}_j - \theta \) follows from (26) by noting that \( \nabla_\theta \psi(\theta, \hat{V}, \hat{P}) = -W_{\theta} V(\hat{V}_j - \hat{V}) - W_{\theta} V(\hat{P}_j - \hat{P}) + r_{nj} \).

For the updating equation of \( V \) and \( P \), expanding \( \nabla_\theta \psi(\theta, \hat{V}, \hat{P}) \) around \((\theta, \hat{V}, \hat{P})\) in (26) and using the bound of \( \hat{\theta}_j - \theta \) obtained above gives \( \hat{\theta}_j - \theta = -(W_{\theta} V(\hat{V}_j - \hat{V}) - (W_{\theta}^2 V^2 - W_{\theta} V)(\hat{P}_j - \hat{P} = r_{nj} \). Substituting this into the right hand side of \( \hat{V}_j - \hat{V} = W_{\theta} V(\theta_j - \theta) + W_{\theta} V(\hat{P}_j - \hat{P} = r_{nj} \) and \( \hat{P}_j - \hat{P} = W_{\theta} V(\hat{V}_j - \hat{V}) + W_{\theta} V(\hat{P}_j - \hat{P}) + r_{nj} \).
gives the stated result. □
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Table 1: Performance of \( q \)-NPL and approximate \( q \)-NPL estimator

<table>
<thead>
<tr>
<th>q</th>
<th>MLE</th>
<th>( q )-NPL</th>
<th>approximate ( q )-NPL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>q=2</td>
<td>q=4</td>
<td>q=6</td>
</tr>
<tr>
<td>( \theta_1^1 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=1</td>
<td>0.0059</td>
<td>0.0061</td>
<td>0.0060</td>
</tr>
<tr>
<td>k=2</td>
<td>0.0059</td>
<td>0.0056</td>
<td>0.0058</td>
</tr>
<tr>
<td>k=3</td>
<td>0.0059</td>
<td>0.0056</td>
<td>0.0058</td>
</tr>
<tr>
<td>k=4</td>
<td>0.0059</td>
<td>0.0056</td>
<td>0.0058</td>
</tr>
<tr>
<td>k=5</td>
<td>0.0059</td>
<td>0.0056</td>
<td>0.0058</td>
</tr>
<tr>
<td>k=6</td>
<td>0.0059</td>
<td>0.0056</td>
<td>0.0058</td>
</tr>
<tr>
<td>k=7</td>
<td>0.0059</td>
<td>0.0056</td>
<td>0.0058</td>
</tr>
<tr>
<td>k=8</td>
<td>0.0059</td>
<td>0.0056</td>
<td>0.0058</td>
</tr>
</tbody>
</table>

\( \sqrt{MSE} \)

<table>
<thead>
<tr>
<th>q</th>
<th>MLE</th>
<th>( q )-NPL</th>
<th>approximate ( q )-NPL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>q=2</td>
<td>q=4</td>
<td>q=6</td>
</tr>
<tr>
<td>( \theta_1^1 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=1</td>
<td>-0.6887</td>
<td>-1.3293</td>
<td>-0.8081</td>
</tr>
<tr>
<td>k=2</td>
<td>-0.6887</td>
<td>-0.7294</td>
<td>-0.6866</td>
</tr>
<tr>
<td>k=3</td>
<td>-0.6887</td>
<td>-0.7002</td>
<td>-0.687</td>
</tr>
<tr>
<td>k=4</td>
<td>-0.6887</td>
<td>-0.7014</td>
<td>-0.687</td>
</tr>
<tr>
<td>k=5</td>
<td>-0.6887</td>
<td>-0.7014</td>
<td>-0.687</td>
</tr>
<tr>
<td>k=6</td>
<td>-0.6887</td>
<td>-0.7014</td>
<td>-0.687</td>
</tr>
<tr>
<td>k=7</td>
<td>-0.6887</td>
<td>-0.7014</td>
<td>-0.687</td>
</tr>
<tr>
<td>k=8</td>
<td>-0.6887</td>
<td>-0.7014</td>
<td>-0.687</td>
</tr>
</tbody>
</table>

\( \sqrt{MSE} \)

Notes: Based on 200 simulated samples, each of which consists of \((n, T) = (400, 5)\) observations.
Table 2: Convergence of $q$-NPL and approximate $q$-NPL estimator to MLE

<table>
<thead>
<tr>
<th></th>
<th>$q$-NPL</th>
<th>approximate $q$-NPL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$q=2$</td>
<td>$q=4$</td>
</tr>
<tr>
<td>$\theta_1^q$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k=1$</td>
<td>0.0005</td>
<td>0.0002</td>
</tr>
<tr>
<td>$k=3$</td>
<td>0.0010</td>
<td>0.0003</td>
</tr>
<tr>
<td>$k=5$</td>
<td>0.0010</td>
<td>0.0003</td>
</tr>
<tr>
<td>$k=10$</td>
<td>0.0010</td>
<td>0.0003</td>
</tr>
<tr>
<td>$\theta_2^q$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k=1$</td>
<td>0.1602</td>
<td>0.0299</td>
</tr>
<tr>
<td>$k=3$</td>
<td>0.0102</td>
<td>0.0005</td>
</tr>
<tr>
<td>$k=5$</td>
<td>0.0029</td>
<td>0.0005</td>
</tr>
<tr>
<td>$k=10$</td>
<td>0.0032</td>
<td>0.0005</td>
</tr>
<tr>
<td>$\theta_3^q$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k=1$</td>
<td>0.0067</td>
<td>0.0009</td>
</tr>
<tr>
<td>$k=3$</td>
<td>0.0025</td>
<td>0.0006</td>
</tr>
<tr>
<td>$k=5$</td>
<td>0.0025</td>
<td>0.0006</td>
</tr>
<tr>
<td>$k=10$</td>
<td>0.0025</td>
<td>0.0006</td>
</tr>
<tr>
<td>$\pi^q$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k=1$</td>
<td>0.0120</td>
<td>0.0019</td>
</tr>
<tr>
<td>$k=3$</td>
<td>0.0004</td>
<td>0.0005</td>
</tr>
<tr>
<td>$k=5$</td>
<td>0.0004</td>
<td>0.0005</td>
</tr>
<tr>
<td>$k=10$</td>
<td>0.0004</td>
<td>0.0005</td>
</tr>
</tbody>
</table>

Notes: The reported values, for instance, are the average of $|\hat{\theta}_1^{q,k} - \hat{\theta}_1^{q,k,MLE}|/\theta_1^q$ across 200 replications.

Table 3: Performance of $q$-NPL estimator at $k = 10$ for $(n, T) = (200, 5), (400, 5)$, and $(800, 5)$

<table>
<thead>
<tr>
<th></th>
<th>MLE</th>
<th>$q=2$</th>
<th>$q=4$</th>
<th>$q=6$</th>
<th>$q=8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1^q$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(n, T) = (200, 5)$</td>
<td>0.0889</td>
<td>0.0088</td>
<td>0.0089</td>
<td>0.0089</td>
<td>0.0089</td>
</tr>
<tr>
<td>$(n, T) = (400, 5)$</td>
<td>0.0076</td>
<td>0.0074</td>
<td>0.0075</td>
<td>0.0076</td>
<td>0.0076</td>
</tr>
<tr>
<td>$(n, T) = (800, 5)$</td>
<td>0.0067</td>
<td>0.0065</td>
<td>0.0066</td>
<td>0.0067</td>
<td>0.0067</td>
</tr>
<tr>
<td>$\theta_2^q$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(n, T) = (200, 5)$</td>
<td>0.6837</td>
<td>0.7005</td>
<td>0.6868</td>
<td>0.6875</td>
<td>0.6886</td>
</tr>
<tr>
<td>$(n, T) = (400, 5)$</td>
<td>0.6949</td>
<td>0.7070</td>
<td>0.6929</td>
<td>0.6937</td>
<td>0.6947</td>
</tr>
<tr>
<td>$(n, T) = (800, 5)$</td>
<td>0.6853</td>
<td>0.6975</td>
<td>0.6833</td>
<td>0.6841</td>
<td>0.6851</td>
</tr>
<tr>
<td>$\theta_3^q$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(n, T) = (200, 5)$</td>
<td>0.0990</td>
<td>0.0090</td>
<td>0.0090</td>
<td>0.0090</td>
<td>0.0090</td>
</tr>
<tr>
<td>$(n, T) = (400, 5)$</td>
<td>0.0067</td>
<td>0.0066</td>
<td>0.0066</td>
<td>0.0067</td>
<td>0.0067</td>
</tr>
<tr>
<td>$(n, T) = (800, 5)$</td>
<td>0.0052</td>
<td>0.0050</td>
<td>0.0051</td>
<td>0.0052</td>
<td>0.0052</td>
</tr>
<tr>
<td>$\pi^q$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(n, T) = (200, 5)$</td>
<td>0.2111</td>
<td>0.2070</td>
<td>0.2105</td>
<td>0.2113</td>
<td>0.2111</td>
</tr>
<tr>
<td>$(n, T) = (400, 5)$</td>
<td>0.1878</td>
<td>0.1830</td>
<td>0.1868</td>
<td>0.1879</td>
<td>0.1879</td>
</tr>
<tr>
<td>$(n, T) = (800, 5)$</td>
<td>0.1827</td>
<td>0.1774</td>
<td>0.1815</td>
<td>0.1828</td>
<td>0.1828</td>
</tr>
</tbody>
</table>

Notes: The reported values, for instance, are the average of $|\hat{\pi}^q - \hat{\pi}_{1,MLE}|$ across 200 replications.
Table 4: Bias and RMSE for $j = 1, 3, 5, 10,$ and $20.$

<table>
<thead>
<tr>
<th>$j$</th>
<th>AM-NPL Bias</th>
<th>AM-NPL RMSE</th>
<th>q-NPL Bias</th>
<th>q-NPL RMSE</th>
<th>approximate q-NPL Bias</th>
<th>approximate q-NPL RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.1437</td>
<td>0.2307</td>
<td>-0.0870</td>
<td>0.2034</td>
<td>-0.0870</td>
<td>0.2034</td>
</tr>
<tr>
<td>3</td>
<td>-0.0127</td>
<td>0.1979</td>
<td>-0.0113</td>
<td>0.1997</td>
<td>-0.0498</td>
<td>0.1837</td>
</tr>
<tr>
<td>5</td>
<td>-0.0096</td>
<td>0.2062</td>
<td>-0.0095</td>
<td>0.2067</td>
<td>-0.0118</td>
<td>0.2018</td>
</tr>
<tr>
<td>10</td>
<td>-0.0115</td>
<td>0.2036</td>
<td>-0.0111</td>
<td>0.2044</td>
<td>-0.0045</td>
<td>0.2378</td>
</tr>
<tr>
<td>20</td>
<td>-0.0114</td>
<td>0.2038</td>
<td>-0.0110</td>
<td>0.2045</td>
<td>0.0003</td>
<td>0.2390</td>
</tr>
</tbody>
</table>

The result is based on 500 simulated samples.